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Honeypots

§ Honeypots: what are they used for ?
– All traffic received in them are considered suspicious.

– Replicate live services of the production environment: showing a
footprint similar to that of the services offered in the production network.

– Research environments: showing a configuration of honeypots that
enables attacks to be captured, to later analyse new techniques used.
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– Replicate live services of the production environment: showing a
footprint similar to that of the services offered in the production network.

– Research environments: showing a configuration of honeypots that
enables attacks to be captured, to later analyse new techniques used.

§ Limitations:
– General purpose: hard to unleashed all stages of malware behaviour

– Specific to protocols/applications: + reduced visibility

– Specialized in predetermined attacks: + reduced visibility

– Adaptive honeypots: usually combine previous techniques
inheriting these problems
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Honeypots

§ Nowadays, there are myriad of honeypots available...
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Honeypots

§ Nowadays, there are myriad of honeypots available...
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Cowrie Dionaea Nepenthes HoneyBOT

HoneyTrap Kippo LaBrea Conpot

Glasto
pf

elastichoney

IoTPOT
HoneySink

Why not offer them...
“à la carte” ?
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Malware Intelligence

§ We use the term malware intelligence to refer to information
regarding the behaviour and propagation of malware.
– Which OS is targeted?

– What components are attacked?

– Who communicates with?

– What activity is performed?

– Who created and launched?
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Malware Intelligence

§ We use the term malware intelligence to refer to information
regarding the behaviour and propagation of malware.
– Which OS is targeted?

– What components are attacked?

– Who communicates with?

– What activity is performed?

– Who created and launched?

§ Depending on the information requested, different types of malware
intelligence services can be used. We classify them in three levels:
– L1: information about IP and URLs

– L2: information about files: processor, O.S., applications affected, etc.

– L3: intelligence information sharing services (files, URLs, domains, C2
nodes, etc.)
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Malware Intelligence 13

<response>
<Event>

<date>2016-12-07</date>
<info>Locky 2016-12-07 : "Card Receipt" - "CARD123 456789.docm"</info>
<published>1</published>
<Attribute>

<type>ip-dst</type>
<category>Network activity</category>
<value>91.142.90.46</value>
<RelatedAttribute>

<Attribute>
<info>"Emailing: MX62EDO 08.12.2016" - "MX62EDO 08.12.2016.docm"</info>
<value>91.142.90.46</value>

</Attribute>
</RelatedAttribute>

</Attribute>
<Attribute>

<type>url</type>
<category>Payload delivery</category>
<value>http://wahanaputrayudha.com/hfycn33</value>

</Attribute>
<Attribute>

<type>md5</type>
<category>Payload delivery</category>
<value>b923db309a973d7229a1e77352e89486</value>

</Attribute>
<Tag><name>misp-galaxy:ransomware=”Locky"</name></Tag>

</Event>
</response>

L3
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Hogney Architecture 16

§ Objective: to facilitate the analysis of the three stages of malware:
exploration, infection and execution of the payload.
– Focusing on auto-propagated malware

– Obtaining information before offering a honeypot

– Integrating tools to capture evidence

– Adapting services for unleashing all stages of malware
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§ Objective: to facilitate the analysis of the three stages of malware:
exploration, infection and execution of the payload.
– Focusing on auto-propagated malware

– Obtaining information before offering a honeypot

– Integrating tools to capture evidence

– Adapting services for unleashing all stages of malware

§ 3 main modules:
– Interception of connections

– Configuration of trap services

– Evidence monitoring

§ Using…
– Low and medium interaction honeypot templates

– Execution environments (real and virtual) for high interaction honeypots
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Hogney: interception 21

§ Objective: listen for connections on a set of
predetermined ports, accept them and send service
requests to the DCM component for the configuration of
honeypots.
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§ Objective: listen for connections on a set of
predetermined ports, accept them and send service
requests to the DCM component for the configuration of
honeypots.

§ Gathering all the information collected at the time of
establishing the connection (IP, destination/source
ports, protocol headers, etc.).
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§ Objective: listen for connections on a set of
predetermined ports, accept them and send service
requests to the DCM component for the configuration of
honeypots.

§ Gathering all the information collected at the time of
establishing the connection (IP, destination/source
ports, protocol headers, etc.).

§ This way the DCM will deploy a honeypot with the
highest probability of success for this connection.
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Hogney: evidence 25

§ Objective: to gather as much evidence as possible
about the actions carried out by malware, as well as to
facilitate the continuity of the attack process, by
activating the different stages implemented in the
malware.
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§ Objective: to gather as much evidence as possible
about the actions carried out by malware, as well as to
facilitate the continuity of the attack process, by
activating the different stages implemented in the
malware.

§ The EM component is continuously monitoring the
creation of new evidence.
– When a new piece is detected, a request is sent to the DCM

containing the characteristics of the evidence (file type, operating
system, etc.).

– Then, a new execution environment is set up to execute and
analyse this evidence.
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Hogney: adaptation 28

§ Objective: to discern which honeypot is the most suitable for the
type of malware involved.
– Receive: src/dst ip, protocol headers, service information, related files

– Queries to external intelligence services are launched to look for any
evidence of malware based on the information collected.

– Requests can be received from IM and EM.
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Requests from IM
§ Analysis based on IP, protocol,

service data, destination files
and folders, …
– Query external intelligence
services to look for any
evidence of malware.

– Mainly L1 and L3 services

– Information obtained will allow to
deploy a honeypot to the
malware needs.
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Requests from EM
§ A evidence is obtained when the

attacker has managed to deploy
some type of file in the honeypot.
– A new file is uploaded into the
Evidence Container.

– EM will detect this new file and
will ask the DCM to prepare a
execution environment for its
analysis.

– L1, L2 and L3 services
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Mirai
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§ Malware intelligence services are an unexplored valuable
resource for the construction of adaptive honeypots.

§ Short-term main challenges:
– IM: Reduce latency when answering incoming connections

– DCM: Manage intelligence information in a convenient way (ML)

– Avoid anti-analysis techniques that can prevent the generation of
evidence

§ Next step:
– Integrate the information gathered from malware intelligence

services to quickly create an up-to-date [ML] dataset for the DCM
component.
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Thank you for your attention !


