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Abstract—Nowadays, smart home devices like Amazon Echo
and Google Home have reached mainstream popularity. Being in
the homes of users, these devices are intrinsically intrusive, being
able to access details such as users’ name, gender, home address,
calendar appointments and others. There are growing concerns
about indiscriminate data collection and invasion of user privacy
in smart home devices, but studies show that perceived benefits
are exceeding perceived risks when it comes to consumers. As
a result, consumers are placing a lot of trust in these devices,
sometimes without realizing it. Improper trust assumptions and
security controls can lead to unauthorized access and control of
the devices, which can result in serious consequences. In this
paper, we explore the behaviour of devices such as Amazon
Echo and Google Home in a smart home setting with respect to
trust relationships and propose a trust model to improve these
relationships among all the involved actors. We have evaluated
how trust was built and managed from the initial set up phase
to the normal operation phase, during which we performed a
number of interaction tests with different types of users (i.e.
owner, guests). As a result, we were able to assess the effectiveness
of the provided security controls and identify potential relevant
security issues. In order to address the identified issues, we
defined a trust model and propose a solution based on it for
further securing smart home systems.

Index Terms—Internet of Things (IoT), Trust, Security, Pri-
vacy, Smart Home

I. INTRODUCTION

Through the Internet of Things (IoT), each smart device
can be addressable and cooperate through the Internet to
fulfill a common objective [28]. Nowadays, after years of
development, the IoT is a growing consumer technology. We
can state that the capability of sensing and affecting the
external environment is what classifies the IoT as a disruptive
technology.

The global smart home market is expected to reach 113
billion US$ by 2022, making up for 33.4 billion US$ in 2017.
More specifically, smart speakers are experiencing massive
market growth, with shipments growing 187% in Q2 2018 1.
There are two main competitors in this market: Amazon and
Google. They have both released affordable smart speakers and
although in 2017 the Amazon Echo line was the undisputed
leader, in 2018 Google Home devices were taking over and
leading in sales 2.

1https://www.statista.com/page/compass
2https://www.canalys.com/

The included voice smart assistants, Alexa 3 and Google
Assistant 4, feature capabilities like setting up calendar ap-
pointments, ordering food, playing music, creating shopping
lists or answering to trivia questions. They are also able
to communicate with other IoT devices in the smart home,
allowing the users to control multiple devices using only voice
commands. Other popular smart home devices include smart
lights (i.e. Philips Hue) and security or baby cameras.

Due to the easy voice interactions and evolving list of
features, smart speakers are becoming part of everyday life
for many users [17, 32]. A research developed by Purington
et al. [27] showed how the interaction between humans and
Echo devices is growing. Moreover, a research developed by
Wiederhold [35] shows how even children can be affected by
these devices during their age development. Giesler and Fis-
cher [12] analyzed how Echo devices are trusted by customers
even if they do not work properly or behave in a strange way.
An inevitable consequence of the amount of functionalities
offered by the smart speakers is an implication of trust by
the user. The concept of trust is difficult to define since trust
is strongly dependent on the context and it can be related to
many different topics [5]. For instance, we can refer to trust
about the listening and comprehension capabilities of the smart
assistants, trust on the actions that the device is going to take
based on the commands, trust that the data collected by the
device is kept safe or trust that there are no privacy violations
[10]. Surveys have shown that a big share of users do not buy
IoT devices because they do not trust them, but even if they
buy them, they still do not trust that the data are collected
and shared through the IoT in secure way 5 6. In any case,
generally, the users’ trust in a product is an enabler of its
success [26]. This is true for software or hardware products
and even more for IoT devices.

Trust is an important concept in IoT networks [6], as it can
be used as an enabler to allow the IoT devices communicate
among them. In this paper, we introduce a novel trust model
that helps users and IoT devices (i.e. Alexa) to interact in
a trusted way. In order to sustain it, we explore how IoT
devices in a Smart Home communicate among them and with
the external network, focusing on the interactions with the
aforementioned voice assistants. Finally, we assess possible

3https://www.alexa.com/
4https://store.google.com/es/product/google_home_mini
5https://mobileecosystemforum.com/programmes/analytics/iot-report-2016/
6https://newsroom.cisco.com/press-release-content?type=webcontent&articleId=1900060
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security issues present in these devices and how our trust
model could improve smart home security.

The structure of the paper is as follows. The motivation
of the scenario is presented in Section II and the discussion
about its trust perspective is performed in Section III. Then,
our trust-based solution is presented in Section IV. In Section
V, we describe the related work and why our trust model is
needed compared to other works. Finally, in Section VI, we
conclude and discuss the future work.

II. A MOTIVATED SMART HOME SCENARIO

Our aim with this work is to design a novel trust model to
improve security and privacy in smart home environments.
In order to develop it, we have investigated how current
smart homes work, which threats are present [1] and how
trust concepts can be used to mitigate them. Thus, we have
developed an experiment, using real devices, to mimick a
smart home scenario in order to analyse the processes used by
IoT devices to establish and maintain trust among themselves
and the users.

We have divided the process into the following phases:
users and devices, set up and connection to Wi-Fi (account
creation, app installation and configuration), device-to-device
connections and configurations, interaction tests and access
control sharing. The interaction tests were divided into voice
interactions (Alexa and Google Assistant voice commands)
and app interactions, to assess the behaviour of the devices.

In order to make the reading easier, we collect all the
acronyms used in this paper in Table I.

TABLE I: Table of Acronyms

Amazon Echo Dot AED
Amazon WAP AWAP

Context C
Context Importance CI
Google Home Mini GHM

Google WAP GWAP
House Guest HG

House or family Member HM
House Owner HO

Internet of Things IoT
Intelligent Virtual Assistants IVA

Malicious User MU
Philips Hue Lights PHL

Role R
Score S

Wireless Access Point WAP

A. Users and Devices
We have considered the following users, representing dif-

ferent types of trusted or untrusted entities: the owner of the
house (HO), a person also living in the house (HM), a house
guest (HG) and a malicious user (MU).

1) HO. The HO is the owner of the house (i.e Alice). We
assume that she is also the owner of the smart devices
present in the smart home. As stated in [16], she can be
considered the system administrator.

2) HM. We consider the possibility that the HO shares
the smart home with others (i.e Bob, Charlie). Thus,

a HM is living in the same house as the HO but
he does not own the smart devices. The HM can be
considered an authenticated user [25] that can access
some functionalities of the smart devices.

3) HG. As stated by [16], a smart home is “expected to
have guests” (i.e. Dave) and the HO “can not expect all
of these people to be careful about security”.

4) MU. A MU (i.e. Mallory) is an external user that wants
to perform attacks to the smart home (i.e control the
smart devices). According to the particularity of the
smart devices, there are several attacks that can be
performed [37]. We consider the possibility that a HG
or a HM can turn into a MU.

We consider the HO as a fully trusted user, the HM as
somewhat trusted (i.e. only trusted to perform a limited set of
actions), and the HG and MU as untrusted. Each user has a
smartphone and both the HO and HM have daily access to
the Wi-Fi network, as opposed to HG that is required to be
connected to the Wi-Fi only when he visits HO or HM. On the
other hand, MU does not have Wi-Fi access. The devices used
in the experiment are the following: one modem, one desktop
computer, three Android smartphones, one Amazon Echo Dot
(AED), one Google Home Mini (GHM) and one Philips Hue
Lights (PHL) starter kit (with 3 light bulbs).

Figure 1 gives a detailed look of the experiment, highlight-
ing the connections between devices and also the control flow
among users and devices, and devices with other devices. We
can see that the desktop computer connects to the modem and
all the other devices connect to it through Wi-Fi for internet
access, allowing it to see all the traffic. In addition, the HO
with her smartphone has control of all the smart devices,
while the HM does not have direct control even though his
smartphone is connected to the Wi-Fi network.

TABLE II: Threat Model

User Goal
HM - Take ownership of the device

- Perform forbidden actions
HG - Access and control the IoT entities
MU - Access the Wi-Fi network

- Steal the control of smart devices
- Control the data flow
- Check the data flow

In Table II we can see the Threat model for each type of
user. We do not consider the HO as a possible attacker because
she is the owner of the devices and can perform any actions.
HM can turn into malicious if he tries to take ownership of
the devices or perform forbidden actions (i.e. to change the
calendar of the HO). In addition, the HG can also turn into
malicious if he tries to control or to access to the devices in
order to perform actions that are not allowed to him. Finally,
the MU can try to illegitimately access the Wi-Fi network,
steal the control of the devices or to control/check the data
flow of the devices. However, we assume that a recognized
MU must have not physical access to the devices. This can
be more difficult to achieve in the case a HM turns into MU.



Fig. 1: Connections and controls among users and devices

Anyhow, these threats are mitigated by the use of the trust
model that we propose in Section IV-C.

B. Set-up and Connection to Wi-Fi

The experiment started with the creation of a dedicated
Wireless Access Point (WAP) in the Desktop computer, where
we also configured a network sniffer (i.e. Wireshark 7) in order
to obtain a deeper look on how devices communicate. Then,
we connected the HO’s smartphone to the newly created WAP
and installed the Alexa 8 and Google Home apps 9 available
on the Google Play Store 10. Using the apps, we created as HO
both an Amazon and a Google account. We did the same for
the HM’s smartphone. The configuration process to connect
the Echo and Home devices to the WAP is similar. When
they are switched on for the first time, both devices create
their own WAP, hereafter called Google WAP (GWAP) and
Amazon WAP (AWAP). Then, using their smartphone, the
users are able to connect to the devices through their respective
apps, subsequently configuring their access to the home Wi-Fi
network. We discuss later which issues are raised in this phase
by both devices.

After the pairing process was completed, both the GWAP
and AWAP disappeared. On the contrary, in order to set up

7https://www.wireshark.org/
8https://play.google.com/store/apps/details?id=com.amazon.dee.app&hl=it
9https://play.google.com/store/apps/details?id=com.google.android.apps.

chromecast.app&hl=it
10https://play.google.com/store

the PHL, it is required to connect the included hub called Hue
Bridge that communicates with the smart lights using Zigbee
11. Unfortunately, the Wi-Fi connection is not supported on
the Hue Bridge. Therefore, we connected the Hue Bridge by
an Ethernet cable to the desktop computer in order to make it
reachable in the network. Then, we installed the Philips Hue
app 12 in both the smartphones of HO and HM, creating each
one a Philips Hue account. We configured the HO smartphone
to find and control the lights, which required pressing a button
directly on the Hue Bridge to pair the devices. The PHL can
be controlled using the Hue app or, after the configuration, by
the AED or the GHM (both by voice or apps). To configure
the PHL with the AED, we had to install the Philips Hue
Alexa skill. This is an official plugin, installed using the Alexa
app, allowing the HO’s smartphone to be able to connect and
control the lights. For the configuration with the GHM, we
had to use the trusted devices list available inside the Home
app on the HO’s smartphone to add the PHL in order to
connect and control it. Finally, for the HG’s smartphone, we
downloaded the Alexa, Home and Hue apps and then created
individual accounts for each of them using the cellular network
connection. Figure 1 presents an overview of the experiment,
highlighting the connections between devices and also the
control flow among users and devices, and devices and other
devices. It is shown that the desktop computer connects to
the modem and all the other devices connect to it through

11https://zigbeealliance.org/
12https://play.google.com/store/apps/details?id=com.philips.lighting.hue2



the Wi-Fi in order to obtain internet access. At this stage, the
smartphone of the HO has control of all the IoT devices, while
HM does not have direct control even though his smartphone
is connected to the Wi-Fi network. HG is connected to the
Wi-Fi but it must not be able to connect to the devices and
MU does not have access either to the Wi-Fi network or the
IoT devices.

C. Interaction Tests

With all the devices connected, the next step was to conduct
tests. The following tests were performed both on AED
and GHM using their respective voice assistants (Alexa and
Google Assistant):

• Ask for news update.
• Ask to set up or check a calendar appointment.
• Ask to set up or disable an alarm.
• Ask to play or pause a song from Spotify13.
• Ask to increase/decrease sound volume.
• Ask to turn on/off lights.
• Ask to change intensity/colour of lights.

In addition, these other tests were performed using the apps
on the three Smartphones (Alexa, Home and Philips Hue app):

• Check/control current activity.
• Play or pause a song from Spotify.
• Increase/decrease sound volume.
• Turn on/off lights.
• Control intensity/colour of lights.
• Check historical events.
• Check device owner info.

These tests were chosen based on two factors: popularity14

and pratical implications. In voice interactions, there is a
popular and innocuous command (news update), one with
privacy implications (check calendar appointment) and others
that trigger actions that affect the external environment (sound
and lights). In both applications, there are also commands
related to sound and lights and a command with privacy
implications (check historical events and HO info).

D. Access Control Sharing

IoT devices usually allow the HO to share access and control
of the device with other users. Moreover, the HO might also
have the option to remotely access and control the device from
outside the home network (for PHL only). We looked at the
methods available for the HO to share access and control of
each IoT device with others, using the HM and the HG as
examples. In addition, we looked at the method that each
IoT device uses to allow the HO to access it remotely. In the
next section, we will explain how the different devices enable
access control.

13https://www.spotify.com
14//www.which.co.uk/reviews/smart-home-hubs/article/smart-hubs-

explained/google-assistant-and-alexa-commands

III. TRUST PERSPECTIVE OF THE SMART HOME SCENARIO

A. Users and Devices

All the tested IoT devices are tied to individual accounts, so
the users need to set up these accounts in order to be able to
use them. These accounts are the only form of authenticating
the owner of the device. Therefore, for three different devices,
three different accounts were required (Amazon, Google and
Hue accounts). Considering the growing use of Smart Home
devices, we envision a future where a user (i.e. HO) has ten
or more accounts for devices in her house, which is definitely
not ideal. A hijack of one of these accounts means that the
attacker will be able to control the connected device. For this
reason, the concept of trust can be helpful in order to create
a general model enabling the devices to interact safely and
securely with recognized trusted users and devices.

B. Set-up and Connection to Wi-Fi

During the different phases of the process, we found clear
similarities on how the AED, the GHM and the PHL work,
although some key differences are present.

1) Amazon Echo: When the device is powered on for
the first time, the Echo creates a Wireless Access Point
(AWAP) and trusts anyone with an Alexa app in order to start
configuring the device. At this point, anyone within the Wi-Fi
range will be able to notice that there is a new AED device
available for configuration. An issue arises here due to the fact
that all three smartphone users in our experiment, including
the malicious one, are able to configure and pair themselves
to the device during this stage. All of them, at this point, are
equally trusted. This is a weak point of the AED configuration
process. In fact, in this phase, AED trusts anyone within the
AWAP range that has an Alexa app installed with an Amazon
account.

After the AED is configured to a home Wi-Fi network,
its own AWAP disappears. In the event that the home Wi-
Fi network becomes unavailable, only the paired user will be
able to configure the Wi-Fi network and control AED through
its app. However, if the user (i.e. HO) unpaired herself from
the device or if the device is restored to the factory data, then
new users would be allowed to pair.

The device communicates using TCP (with TLS) and
mDNS (for media casting purposes) protocols. An interesting
detail we noticed was that while the AED uses the router
defined DNS server during normal operation, if that DNS
server stops replying for some reason (i.e. network failure)
the AED tries to go around it and use the Google Public
DNS servers (IP 8.8.8.8). This is a good approach to increase
availability of the device’s services.

2) Google Home: Similarly to the AED, the GHM creates
its own GWAP when it is powered on for the first time and
allows anyone to connect and configure it using the Google
Home app. After the configuration, the GWAP disappears.
However, whenever there is no known Wi-Fi network around
(it only records the last Wi-Fi configured password), the
GWAP appears again.



This approach is different with respect to the one taken by
the AED presented earlier. At this point, every user is trusted,
which is a potential security problem. In fact, every user is
trusted at this point. So, even the MU is able to configure
the device to a different Wi-Fi network. At this point, the
legitimate users will not be able to control the device anymore
using the Home app, neither to control the other smart devices
connected to the GHM (because they are still connected to
HO’s Wi-Fi network). The only way for the HO to take again
control of the device is to hard reset it, losing all historical
data. The HO could also perform the same action if the
MU Wi-Fi network becomes unavailable and take back the
ownership of the device. Similarly to the AED, the GHM can
be controlled by app or by voice.

The device uses a mix of protocols to communicate: TCP
(with TLS), GQUIC (a lightweight protocol developed by
Google) and mDNS (for media casting purposes). It also uses
by default Google’s Public DNS servers (IP 8.8.8.8) for DNS
queries, which is something unusual. This can be seen as a
protection mechanism against DNS attacks (i.e. DNS cache
poisoning) but it can also be interpreted as a way for Google
to have more control and visibility about what happens in the
device.

One similarity between AED and GHM devices is that
they both produce a high amount of traffic on the network,
even when there is no interaction happening between the user
and the device. The generated traffic is mostly comprised of
encrypted communications with servers controlled by the re-
spective companies (Amazon and Google), possibly containing
device diagnostics. The servers are mostly located in USA, and
considering we performed the experiment in a country inside
the European Union (EU) this can be a topic of discussion
regarding the GDPR compliance [34]. Another similarity is
when the devices lose internet connectivity. They both enter a
“panic mode” state in which they send a lot of packets with
the intention to try to restore the internet connection. This can
lead to network congestion and disrupt the normal operation
of the WAP.

3) Philips Hue Lights: The configuration of the PHL is
achieved by pairing the Hue Bridge with a smartphone using
the Hue app. The process requires physical access to the Hue
Bridge in order to press a button during configuration. The Hue
bridge and the smartphone need to be connected to the same
network (the Hue bridge connects through Ethernet cable and
the smartphone through wireless), which means the guest is
not able to configure the Hue lights. From a trust perspective,
this is a good security measure since it requires the user to be
physically next to the device. Actually, this set-up procedure
is the most trust-oriented one from all the tested devices.

During the experiment, we noticed that the traffic between
the Hue Bridge and the smartphone was not encrypted. This
allowed us to read API calls to the Hue Bridge and its
responses. After the authentication is performed, the Smart-
phone communicates with the Bridge using a REST API (http
clear text) and exchanges information using JSON documents.
Philips Hue uses SSDP (Simple Service Discovery Protocol)

to announce itself in the network. It reveals its Bridge ID, IP
location with xml (xml has serial number of the device, model
name, model number, ip address, uuid), Linux kernel version,
etc. This means the Bridge ID and other details like API calls
are visible for someone in the same network (i.e. the person
living in the house) who can sniff the traffic, allowing for
reverse engineering of authentication details and subsequent
control of the device.

C. Interaction Tests

1) Voice interactions: Alexa The AED supports voice
recognition, but this feature is not enabled by default. In our
case, all three users are able to perform all voice interactions
and for the AED they are considered as the same user. About
the cooperation with the lights, since access to the PHL was
given to the AED, any user can now control the lights using
voice commands. The only barrier is that the owner can define
custom names for each light, which means other users have
to guess the names that were given to the lights in order to
be able to control them. Hence, configuring voice recognition
is highly desirable in order to prevent anyone from changing
alarms, check calendar appointments or controlling sound and
lights.

As for the other tests, when we asked Alexa for the
news update, the AED contacted BBC 15 by default and we
noticed that the network traffic communication with BBC was
performed using the Hypertext Transfer Protocol (http). The
channel used by BBC for the news does not use encryption
by default so it is possible to see all the information being
transmitted when news update is asked. The information is
shown in Figure 2.

Google Assistant Regarding voice interactions, the GHM
also supports voice recognition but it does not force the HO
to configure it by default. For all the other interactions tested,
we obtained the same results as with AED. Once again,
configuring voice recognition would solve this issue, giving
access to perform the tasks only to the legitimate users. But
without voice recognition, if the HO has given GHM access
to her calendars, Gmail or other personal information, any
user can ask the GHM device about that information. Given
this was a design choice made by GHM 16, we believe it
constitutes a potential privacy and security issue. Regarding
the news update, Google Assistant contacts BBC if it is
specified by the owner on the app. Otherwise, the device
selects the most suitable stream according to the location. If
BBC is used, then traffic can be seen as it is unencrypted
(like for AED).

2) App interactions: Alexa App It is interesting to highlight
that the Alexa app is designed to work as a standalone app,
with or without any Amazon IoT devices around, so it asked
multiple permissions from our test Android smartphones (i.e.
contacts, camera, location, Memory, Microphone, SMS and

15https://www.bbc.com/
16https://support.google.com/googlenest/answer/7177221?hl=en



Fig. 2: Casting BBC news

Phone access). From a trust perspective, it requires the user to
trust the app with access to basically every personal data the
smartphone possesses.

Only the HO can visualise and control the historical data
of the AED through the app. Moreover, the other users are
not allowed to control the lights or other devices connected
to the AED. We believe the design of the Amazon App is
more restricted and the app does not trust the other users as
much as the GHM’s Home App.

Home App The Home app is designed to work in the
presence of GHM devices, as opposed to the Alexa app,
which can work as a standalone application, so it asked less
permissions from our Android smartphones (only Contacts
and Location).

The Home app restricts access to the GHM to all the users
on the same Wi-Fi network (HO, HM and HG), so the HM is
considered trusted and is able to use his Home app to access
the device.

However, the HM must pair his device with GHM first.
Then, the range of activities that the HM is allowed to perform
is broad: he is able to see the current activity, cast songs (play,
pause and stop any song playing), control the sound volume,
see the name of the owner of the device and even change the
name of the device. However, access to the lights is restricted
only to the HO.

Nonetheless, the range of activities allowed to the HM can
be considered a trust violation since the HO has no control
over it. Even if HO wants to disable this kind of access,
it is impossible to do it. Regarding the HG, he must not
be able to perform any action because he is not supposed
to pair with the GHM using the app. However, if the HG
has paired another GHM (i.e. his GHM) and it is connected
to the HO and HM’s Wi-Fi, the HG is able to perform the
same activities that HM can perform 17. This aspect of the
Home App is questionable from a security standpoint and
can cause many privacy violations. In fact, in the event of the

17https://support.google.com/googlenest/answer/7177221?hl=en



HM or HG turning malicious, there are a number of negative
consequences we can identify. For example, if the HO sets
up a morning alarm the HM or HG could restrict/disable that
alarm just by lowering the sound level to zero. The HM and
HG could also use access to the HO calendar to perform
malicious activities. In order to legitimate share the access of
the GHM, the HO can add another user by their email address
or a user on the same Wi-Fi network can send a request to
take full control of the device. For any given request, the HO
is able to accept or refuse the full access. However, even if
the owner refuses the request, a user (i.e. HM, HG or MU)
is still able to access the device and perform the actions that
we mentioned earlier 18.

Hue App The Philips Hue lights gives access only to
the owner of the house to control the lights through the Hue
app with an authenticated account.

The HO can share access to the lights by providing an email
address of a Hue account user within the Hue app. Control of
the lights can also be shared using the Home and Alexa apps if
HO shared complete control with HM. This method bypassed
the creation of a Hue account for the user who is receiving
access, somehow breaking the trust controls of the Philips Hue
lights. Voice commands in order to control the lights (i.e. turn
on/off and change intensity) were also possible by any user
when voice recognition was not configured. However, using
custom names for the lights can be a measure to help prevent
unauthorized interactions.

Finally, by observing Hue network traffic, we noticed that
the information generated by controlling the lights using the
apps was encrypted.

D. Access Control Sharing

Amazon Echo The Alexa app restricts access to the AED
only to the HO. This means that the information about the
device, its owner or the data history is also only available
to the HO. As a result, both the smartphones of the HM
and HG are unable to check/control the AED device through
their Alexa app. Amazon recently announced an app update
to allow other users to share their AED 19. However, the
procedure does not look straightforward as it relates to the
shared Amazon Account Households 20.

Google Home In order to share the access of the Google
Home Mini, the owner can add someone using their email
address or a user on the same Wi-Fi can send a request
to obtain complete control of the device. For any request,
the owner can accept or refuse access. In any case, even
if the owner refuses a request, the user requesting could
continue to have limited access to the device casting sounds
or lowering/raising the volume. In addition, GHM has a guest

18https://support.google.com/googlenest/answer/9155535
19https://www.pcmag.com/feature/363112/how-to-let-multiple-people-use-

the-same-amazon-echo/1
20https://www.pcmag.com/feature/335949/16-things-to-know-about-

amazon-prime/7

mode in which a user that does not know the password of the
Wi-Fi (i.e. the HG) can still cast audio/video to the device.
All this user needs to do is request access to the guest mode
in the Home app. To successfully connect to the device, the
user has to enable the Wi-Fi sensor and have the microphone
turned on and insert the correct PIN to be able to cast. The
PIN is a 4 digit number that the Google Assistant will say
out loud when it receives a request for guest mode access.
If the microphone of the phone picks up the sound, then it
is automatically authenticated. If it does not, then the user
needs to insert it manually.

Philips Hue Lights The owner can share access to the
lights providing the email address of the sharing user within
the Hue app. This user needs to have that email address
registered as a Hue account in order to be able to access the
device. Anyway, this method is bypassed by the following
one. In fact, if the HO gives the complete control of the
GHM to another user, then that user will be able to control
the Hue lights using his Google Home app even if he has not
a Philips Hue account.

In Table III, we can see a resume of the functionalities
described in Section III. Where there is the * symbol, it means
that the answer is the one selected but with some possible
restrictions. For the third functionality related to PHL, the
answer is negative because it is mandatory to press the button
and we assume that during the initialization phase only the
HO is configuring the device and it is next to it. The same
explanation is for the fourth functionality. About the voice
recognition aspect, it is Yes* for both AED and GHM because
it is possible to configure it, but not by default. The ninth
functionality related to GHM is Yes* because even if the HO
does not share complete access, a HM will be able to check
what the device is casting even without complete access as we
explained eralier. Finally, for the tenth functionality, the light
access can be shared with the other users only if a complete
access is provided by the HO.

TABLE III: Google Home Mini, Amazon Echo Dot and
Philips Hue Lights comparisons

Functionality AED GHM PHL
1) Account Authentication Yes Yes Yes
2) Wireless Access Point Yes Yes No
3) First configuration
(anyone can become
HO?)

Yes Yes No*

4) Later configurations
(Only the HO?)

Yes No Yes*

5) Voice Interactions Yes Yes No
6) Voice Recognition Yes* Yes* No
7) App Interactions Yes Yes Yes
8) Standalone App Yes No No
9) Shared Complete Ac-
cess

No Yes* Yes

10) Shared Lights Access Yes* Yes* Yes



IV. TRUST MODEL FOR SMART HOMES

Based on the experiment shown in Section III, we can devise
two types of models: device to device models (D2D) and
human to device (H2D) models. Even if the D2D model can
be initiated by a voice command (i.e. “Alexa! Switch on the
lights!”) it is possible to create skills that can control the lights
following specific rules (i.e. to switch always on the lights
after the sunset), in this case, the communication is purely
D2D. In any case, the trust model can be applied to both of
these paradigms.

Moreover, we have identified four layers representing the
relationships among devices and humans. The upper layer
is the level 1. In this level, we identify the human users
(i.e. owners, guests, malicious users). Then, the second layer
is the level 2, where we identify smartphones that often
have applications that allow control of the smart devices.
Smartphones are usually controlled by humans belonging to
the upper layer. We split humans and smartphones into two
different levels to reflect the difference between app and voice
interactions. In addition, it is possible that the smartphone
checks the smart devices automatically (we do not consider in
this paper the possibility that a malware inside the smartphone
or the IoT devices could control the smart devices [23]). The
third layer is the level 3 and it is composed of smart speakers
(i.e. Amazon Echo and Google Home). Finally, the fourth layer
contains all the smart devices that can be controlled by smart
speakers, smartphones and humans (i.e. the Philips Hue lights).
We can summarize that the layers 1 and 3 are a subset of the
network related to the voice interaction showed in Section
III-C1. The subset related to the app interaction is composed
of the layers 2, 3 and 4 as shown in Section III-C2.

In summary, we can state that there is a trust and a control
flow that can be identified moving through the four layers.
The control flow follows a top-down direction. Thus, the set
of the devices (or humans) belonging to a layer can control
only the layers below and, for these devices, it is not possible
to control the devices belonging to the same level or the levels
above. On the other hand, the trust flow is directed following a
bottom-up direction. In fact, trust is necessary among devices
to be controlled by other devices or humans. The layers and
the flows are shown in Figure 3.

These flows are very important in order to define the
proposed trust models and how it should be applied. In Figure
3, we represent only the three allowed users avoiding the MU.

A. Human to Device (H2D)

We have identified two possible interactions involving hu-
mans and devices. In fact, a user can interact with AED, GHM
and PHL by smartphone or by voice (in this case only with
AED ang GHM). As stated before, a user (i.e. HM) can control
the other devices or check them for updates using his voice.
Restrictions can be applied by activating voice recognition or
setting different user roles. In any case, if a HM can perform
a voice interaction with the device, it means that he is in the
same room as the device, so he might be trusted enough to
perform actions. A solution to avoid improper accesses by

voice is already possible configuring the voice recognition
even if it implies possible privacy issues (i.e. users’ voice
will be stored and used for other purposes?). Thus, we do not
propose modifications related to this aspect, we focus instead
on the app interactions.

For most applications, the only requirement to be able to
connect to the smart home devices is for the smartphone to
be registered in the same Wi-Fi network as the devices. This
means that it is possible to be connected even if the user is in
another room or in a nearby flat. Such access allows other users
to check the device’s current activity and even interact with it
(i.e. for GHM), as we presented in the previous Sections.

In the following subsections, we present the relationships
among the humans using smartphones and the devices.

1) Smartphone - AED: The trust model associated to the
use of the AED can be considered robust. To set the device, it
is necessary to have an official Amazon account and only the
HO is able to perform actions and check historical activities.
However, there is an issue belonging to this phase. In fact,
when the device is switched on for the first time, any user
can take its ownership. An approach similar to the one
implemented by PHL could solve this issue. In the case the
HO is able to configure the device, later it will be possible
only for her to set a new Wi-Fi connection through the AWAP
in the case that the previously configured Wi-Fi network is not
available anymore (i.e. moving the device to another house).
For AED, the only trusted user is the HO, since it is not
possible for other users to check or interact with the device
using their Alexa apps. This implementation can be considered
too limited and we propose a trust model to mitigate the
hardness of the actual AED trust model. As we mentioned
earlier, we are aware that Amazon is releasing an update for
AED in order to allow multiple users to use it, but it is difficult
to set it in a proper way.

2) Smartphone - GHM: If the AED trust model can be
considered restrictive in some aspects, we can state that GHM
trust model is, by design choice, more open. For GHM, all
the users belonging to the same Wi-Fi network are trusted,
which means all of them can connect to the device through
the Google Home app and are able to interact with the device.
In addition, even if a HG is refused by the owner, he still
has access to the streaming data and it is possible for him
to perform some actions that can be harmful or annoying
for the legitimate users (as we have seen in the Section III).
Finally, everyone can set the Wi-Fi settings of the device using
the GWAP, which would violate our proposed trust model
presented in section IV-C. In fact, it appears every time the
previously configured Wi-Fi network is not available anymore.
But, differently from AWAP, GWAP is configurable by anyone
in its range even if the device is paired to another user.
This can be harmful, because it is possible for a malicious
user to change the Wi-Fi network used by the device. If this
happens, the legitimate users (HM) and the HO are not able to
control anymore the device through the app, neither to control
the paired devices through it, because they are connected to
the HO Wi-Fi network nor to the newly configured one. In



Fig. 3: Layers of trust and control

addition, because the Google Home can be a standalone device
and it can be controlled only by voice, it is possible that the
HO interacts with it without using the app. In this case, the
HO could be unaware that the device is not connected anymore
to her Wi-Fi network. In this way, a MU can take control of
the device and restrict its use for legitimate users, even if this
device is not in the same house. Thus, the MU could perform
several malicious activities as we presented in Section III-C2.
The only way for the HO to take again control of the device is
to reset it, losing all the historical data and paired devices or
to connect again to the GWAP in the case that the malicious
user Wi-Fi network goes down.

3) Smartphone - PHL: The trust model related to PHL
is simple to describe. Physical access is needed to the Hue
Bridge and the users need a Hue account to configure it.
Once configured by a user (i.e. HM), he can use the lights
with his Hue app. In this case, the Hue Bridge will trust the
device and with a proper configuration in the Hue website, it is
possible to control the lights even from the outside. Regarding
security and privacy, we can state that if a MU is sniffing the
network, it is possible to understand if the user is at home
or not by checking the communication between the IPs (even
though the traffic is encrypted) [22]. The device will trust the
communication because it will be received from the legitimate
user. To enhance this protection, it could be useful to use
always the cloud even if the user is using the same Wi-Fi
network, but this approach can raise other issues (i.e. response
time, more trust in the cloud).

B. Device to device (D2D)

In this case, we consider only the interaction among the
smart speakers belonging to layer 3 and the Philips Hue lights
belonging to layer 4.

1) AED/GHM - PHL: The direction of control is only
pointing from AED and GHM to PHL. After the devices are
paired, it is possible to switch on or off the lights directly using
both voice commands or Alexa and Google applications. In
such events, the communication is through the Hue Cloud,
so it is not possible to sniff the packets and intercept the
communication among AED or GHM and PHL. Nevertheless,
the communication coming from the cloud is encrypted, thus
it is not easy to understand the value. Even if the app is
used to switch on or off the lights, the values are encrypted
too as we show in Figure 4. In this figure, only the com-
munication between GHM and PHL is represented, although
the communication between AED and PHL is basically the
same. A possible improvement, in order to avoid the cloud
communication, was developed by Ferraris et al. [7] allowing
different devices to share a key in order to exchange encrypted
messages.

C. Proposed Trust Model

The set-up phase shows a limitation for both AED and GHM
devices, in fact, through the initial AWAP and GWAP, every
user was able to take ownership of the device. To be sure
that a user is trusted, we suggest the PHL approach pushing a
button on the device. In addition, this issue remains for GHM



Fig. 4: Communication between Google Home Mini and the Hue lights

each time the GWAP appears. However, we can revert this by
using the same approach used by AED (allowing only the HO
to configure the device). For the AED and PHL, through their
apps, the only trusted user is the HO. This implementation can
be considered a limitation because other legitimate users are
not able to control or check the devices using their apps. On
the other hand, the GHM allows the HM to control or check
the device.

To solve these problems, we propose a trust model that
uses a straightforward trust metric for each user, allowing
them to use the devices according to that trust value. In
this paper, we do not present a model for a centralized
architecture because we did not consider a central hub. In
our case study, there is a distributed architecture and we need
to implement the trust models for each device. Considering
Figure 3, we know that an entity (i.e. human or device) can
only control the entities belonging to lower layers and the
trust flow is pointing from the entities belonging to a lower
layer to the ones of upper layers. In addition, only an enabled

user or device must perform actions. Hence, we present the
trust model using the following pseudo-code:

Algorithm 1 Trust model algorithm for home devices

1: procedure TRUST CONTROL FLOW
2: if device_belongs_to_upper_layer then
3: if account_enabled then
4: if trust_metric == high then
5: control_device;
6: else if trust_metric == medium then
7: check_device;
8: else
9: re f use_connection;

10: else
11: re f use_connection;
12: else
13: re f use_connection;



In the first step, the algorithm checks if the device belongs
to an upper layer (in this case we need to implement the rules
according to the architecture proposed). A possibility to detect
whether a device is belonging to an upper or a lower layer
can be achieved using different ranges of IPs according to the
different layers. The process of choosing how to detect the
layer of the device is a developers’ task. If the device does
not belong to an upper layer, the connection is automatically
refused because a device cannot control devices on the same
layer or the layers above. Otherwise, it is possible to proceed
to the second step. Thus, the algorithm checks if the account
is enabled. If it is not, the connection is refused, otherwise,
the algorithm checks the trust value of the user. Then, there
is a last check related to the trust metric and depending on its
calculation it is possible to have three different trust levels:
high, medium and low. The high level allows the user to
control the device. The medium level allows checking the
devices’ activity but it denies control of the device. Finally, the
low level means that the user is untrusted, so any connection
must be refused.

The trust metric is composed of a score and a context value
for each actor (user or device) having a role. The HO has the
ability to remove or limit the actions that another user can
perform giving to them a score value according to a particular
context of the actions. These parameters are presented in our
trust model by implementing the trust metric for each user.

1) Trust Metric: The trust metric is used to define rules for
each actor and it is represented by the following function:

Trust_Metricx : T M(R,C(DF,CI),S)

where the function Trust_Metricx ∈R and its parameters are:

1) Role (R). They have been presented earlier: HO, HM,
HG and MU. For a D2D model the role will be related
to the name of the device (i.e. AED).

2) Context (C). It is related to the device or functionalities
and its or their importance perceived by the HO.

a) Device/Functionality (DF). It is possible that a
device has one or more functionalities. According
to them and to the user involved, it is necessary
to set the following parameters for each of them.
We define them with natural numbers for both the
device and the functionalities. Thus, we can have
the device number 1 and 2 having several func-
tionalities. For example, to represent the second
functionality of the first device we will define the
parameter DF as 1.2.

b) Context Importance (CI). It is related to the
importance of the context according to the HO.
It is represented by a number given by the HO.
The higher the context, the higher the score or
role needed. This value belongs to the following
set: C {1,2,3,4}. The lower the value, the less
important is C. It is composed of two parameters:
Device/Functionality (DF) and Context Importance
(CI)

3) Score (S). It is the rank given to the users by the HO. It
is similar to a reputation value. The more trusted the user
is, the higher the score given. It belongs to the following
set: S {0,1,2,3,4,5}.

Regarding the roles, the HO is allowed full control of the
device regardless of S and CI, given that she is fully trusted.
For a MU, the metric works in the opposite way, since he is
not allowed to control or check anything. In the case a HG
or a HM turns into malicious, he will be treated as an MU
and basically “banned”. For this reason, we can state, that this
model wants to reach two goals. The first one is to prevent any
activities from an external user (i.e. MU). Then, the second
goal is to be able to avoid attacks from internal users. If they
happened the model threats the internal users as external ones
preventing them to continue to use the device. Even for this
role, CI and S are optional. On the contrary, for the other roles
(HM and HG), CI and S are fundamental. The metric is plain
and it is easily performed by any IoT device, even considering
a limited computational power [19, 29]. It computes a value
that will be used to check which actions are allowed for a
particular user and for a particular context. It is basically a
subtraction of the value S with respect to the value CI. If the
result is positive, the trust value is ranked as high. If the result
is zero, the trust level is medium. Otherwise, the trust level
is low. If a CI parameter has a value of 1, it means that it is
not important for the owner (i.e. check the weather). On the
other hand, if a CI parameter has a value of 4, it means that
is very important (i.e. to do bank transactions). Therefore, we
can say that if a HM has a score of 5, he or she is similar to
an HO, considering that with this score value it is possible to
control everything, whatever CI is:

Trust_Metric1 : T M(HM,C(DF,CI),5)> 0

Conversely, if a user has a score of 0, he or she is considered
as an MU and it is not possible to perform any actions (no
matter the value of CI):

Trust_Metric2 : T M(MU,C(DF,CI),0)< 0

We chose these values according to the explanation of the
trust metric parameters given earlier. The score must have a
bigger bound to include the role MU (score = 0) and the role
HO (score = 5). For an MU, no matter the context, it must be
impossible for him to perform actions. On the contrary, for an
HO everything must be permitted. The values from 1 to 4 are
used both for CI and S to define the boundaries related to the
other users (i.e. HM and HG). Using these roles we cover all
the possible actors and for each of them, the scores could be
different also for the same context.

Now, we show some examples about the using of the trust
metric:

Trust_Metric3 : T M(HM1,C(1.1,4),2)< 0

In Trust_Metric3, the user is a HM, the score is 2 related
to the context (4) that it is higher. So, the computed trust
level is low (lower than zero). This means that HM1 cannot
perform actions because the score is lower than the context.



This can represent a scenario where the device can perform
a bank transaction and HM1 is not trusted enough to do it.
About the DF term we can define it as 1.1, representing the
Device 1 (i.e. GHM) performing the functionality 1 (i.e. Bank
Transaction).

Trust_Metric4 : T M(HM2,C(2.1,2),4)> 0

The contrary is presented in Trust_Metric4 where the
computed trust level is high (greater than zero). This scenario
can represent a high trusted HM and the context is related to
switch on/off the lights. The parameter DF in this case can be
represented by 2.1 where the device number represents PHL
and the functionality the action to switch on the lights. For the
sake of completeness, we present also Trust_Metric5 covering
the action to switch off the lights.

Trust_Metric5 : T M(HM2,C(2.2,2),4)> 0

Trust_Metric6 : T M(HG1,C(3.2,3),3) = 0

In Trust_Metric6, the HG1 can only check the status of the
device, in fact, the trust level is medium (equal to zero). This
situation can represent a user allowed to check the calendar of
the HO, but not to modify it. In this case the device is AED
and the functionality 2 represents the calendar. We assume
that the functionality 1 is the same related to GHM (i.e. Bank
transactions).

Trust_Metric7 : T M(AED,C(4.1,3),1)< 0

Finally, in Trust_Metric7, we refer to a D2D interaction. In
this case, the role is filled by the name of the device (AED). It
is important to decide also if a device can perform a particular
action in order to limit its possibilities even if previously the
device has been allowed to perform the same action. In fact,
our trust model can be implemented and then changed in the
case that some modifications are needed. In this case, we
assume that AED cannot open a smart lock (this device should
be placed in the fourth layer of Figure 3) because its score is
lower than the context. We assign the number 4 to the device
(i.e. smart lock) and the functionality one is related to the
action performed to open it.

2) Distributed vs Centralised: According to the example
that we have proposed before, we can distinguish between a
centralised or a distributed approach. We will expand the cases
related to represented from Trust_Metric3 to Trust_Metric6.

In the distributed case, we have to store all the data related
to the users and devices in the device itself.

In Tables IV, V and VI, we can see an example related to
how the data must be stored in GHM, PHL and AED in order
to be used in the trust metric presented earlier.

Trust_Metric3 is represented in Table IV (i.e. the first row),
then we create several functionalities and we create the table
according to another house member (i.e HM2) and a house
guest (i.e. HG1).

The metrics take the data from the tables and compute
them in order to allow or deny the users to perform the
functionalities.

TABLE IV: GHM table

R DF CI S
HM1 1.1 4 2
HM1 1.2 4 3
HM1 1.3 3 2
HM1 1.4 2 4
HM2 1.1 4 4
HM2 1.2 4 2
HM2 1.3 3 5
HM2 1.4 2 3
HG1 1.1 4 2
HG1 1.2 4 1
HG1 1.3 3 1
HG1 1.4 2 2

TABLE V: PHL table

R DF CI S
HM1 2.1 2 4
HM1 2.2 2 4
HM2 2.1 2 4
HM2 2.2 2 4
HG1 2.1 2 1
HG1 2.2 2 1

Trust_Metric4 and Trust_Metric5 are represented in Table
V (i.e. rows 3 and 4) and Trust_Metric6 is represented in
Table VI (i.e. row 8).

On the other hand, in a centralised approach, we need
to have a central hub, as proposed in [7], that can store
information related to all the users and all the devices and
their functionalities in different tables. Let us assume that we
can store information in tables related to the users. We consider
the following Tables VII and VIII. The tables refer only to the
house members.

As we stated earlier, our trust metric is straightforward,
but we need to store the data according to each user and
each functionality. Thus, we can state that the complexity

TABLE VI: AED table

R DF CI S
HM1 3.1 4 2
HM1 3.2 3 3
HM1 3.3 2 3
HM2 3.1 4 2
HM2 3.2 3 4
HM2 3.3 2 2
HG1 3.1 4 1
HG1 3.2 3 3
HG1 3.3 2 1

TABLE VII: HM1 table

DF CI S
1.1 4 2
1.2 4 3
1.3 3 2
1.4 2 4
2.1 2 4
2.2 2 4
3.1 4 2
3.2 3 3
3.3 2 3



TABLE VIII: HM2 table

DF CI S
1.1 4 4
1.2 4 2
1.3 3 5
1.4 2 3
2.1 2 4
2.2 2 4
3.1 4 2
3.2 3 4
3.3 2 2

of the tables grow according to the number of users and
functionalities of each single device. Moreover, we can affirm
that for each IoT entity, if the number of functionalities grows,
the computational power must also grow.

For this reason, we can assume that if a device has a lot
of functionalities to be performed, the same device can store
a higher amount of data in respect to a device with limited
functionalities and limited computational power. On the other
hand, a device with limited capacity will require less data to
be stored.

If we consider a centralised approach, we can store a higher
amount of data, but we need to consider other issues (i.e.
how to protect the communications among devices or to better
protect the central hub) as presented in [7].

For all these reasons, we conclude that a distributed ap-
proach is preferable to a centralised one in order to use our
proposed trust model.

V. RELATED WORK

The IoT allows smart devices to be used through the Internet
anywhere and anyhow [28]. These devices need to be secured
through the Internet and they need to trust the other devices
in order to interact with them [36].

According to Moyano et al. [20], we refer to trust as
“the personal, unique and temporal expectation that a trustor
places on a trustee regarding the outcome of an interaction
between them”. Through this definition, we understand that
when there is a trust interaction, we have to consider basically
two actors: a trustor and a trustee. The trustor is the actor
needing the trustee to fulfill an action [9]. For this reason,
trust is necessary between them in the whole interaction. In
fact, trust is fundamental to decide which trustee is better to
consider, to start the interaction and to accept the outcome as
trusted.

Trust is strongly related to security in Information Technol-
ogy [13, 15, 26] and also in the IoT field [8]. About it, Bastos
et al. [2] identified several security risks in IoT technologies
and protocols for smart home and smart city environments.

Trust in an IoT architecture is strictly dependent on how
it is built [11]. Roman et al. [29] identified four type of
architectures: centralized, distributed, collaborative IoT and
connected Intranets of Things. Focusing on the first two types
of architectures, we can state that a centralized approach is
based on a central unit (i.e. a smart hub) that controls and
allows other devices to interact. The smart hub is a single

point of failure so it should be highly protected. Using this
type of architecture, Ferraris et al. [7] proposed a segregated
network that protect home devices and allow them to interact
in a trusted environment, this is even more important in the
case, for instance, of health monitoring services [33]. On the
other hand, a distributed approach avoids the single point of
failure delegating rules and powers directly to the edge nodes.
Anyway, these edge nodes are not enough protected as the
central unit of a centralized approach. Furthermore, the smart
devices actually do not have enough computation power to
protect themselves in an efficient way [29].

In addition to security and trust, privacy is another very
important topic in IoT. Nieto et al. [21] investigated how
privacy is related to IoT forensics and how the customers may
be informed on which data could be stored and used. How the
IoT devices and especially voice assistants keep trace of the
data is not yet deeply investigated.

Nowadays, there is only a few research works on the
security of the relationship among smart home devices, voice
assistants and the end users [14, 24]. Chung et al. [4] apply
the digital forensic approach to Amazon Alexa ecosystem
combining cloud and client forensics. They proposed a tool
supporting identification, acquisition and analysis for Amazon
Echo devices.

Considering Amazon Alexa, in [3] the authors investigated
how Intelligent Virtual Assistants (IVA) are now used and
how trust could be considered according to the security and
privacy of the users. Although, this work is just to let the
customers aware of the dangers related to IVA devices and they
do not propose a solution. Furthermore, in [18] the authors
investigated the security threats related to the voice commands
and how the device accept them trusting any user is performing
this action.

Considering smart home devices, Notra et al. [22] proposed
a solution to protect devices such as Hue Light Bulbs, Nest
Smoke Alarm and WeMo Motion Switch by restricting access
at the network level. They stated that it is hard to standardize
a security implementation into the IoT devices due to the
heterogeneity of vendors, so they proposed a cloud service
to guarantee Security as a Service (SECaaS). Although this
is an interesting work, trust is not taken into account and
security issues are still present in the cloud component. In
addition, Zhang et al. [38] proposed a survey and a mitigation
of the security risks about voice-controlled third-party skills
built for amazon alexa and google home devices. Considering
the difficulty to implement security and trust in an IoT device,
Ferraris et al. [8] proposed a framework to develop Smart
IoT entities in a standardized way. Through all the phases of
the System Development Life Cycle trust such as privacy and
security must be considered.

Taking a malicious user perspective, Ronen et al. [30, 31]
performed cyber attacks against the Philips Hue light bulbs.
They took advantage of a vulnerability through the radio
protocol called Zigbee that is used for the communications
among the Hue bridge and the light bulbs. The first attack
was related to use the data captured by the lights from more



than a hundred meters of distance. The second attack was
altering the frequency of the light (dangerous for people
suffering epilepsy). However, they failed to show how the
communication between the devices was performed. We will
consider also the clear information that is possible to spoof
during the devices communication.

In our work, we introduce a trust model capable of address-
ing the identified issues in the studied smart home devices. Our
model is needed because the others presented in this section
neither consider the different contexts nor the possibility to
give a specific rank to different users. Even the trust models
used by the aforementioned devices are either too much strict
or too much permissive. With our solution, we gave the HO
the possibilities to decide which functionality is possible to
share with whom, allowing the possibility to consider trust
holistically in the smart devices.

VI. CONCLUSIONS AND FUTURE WORK

In conclusion, our study reveals that security is being taken
seriously by big name manufacturers. However, by adopting
our new trust model proposed in this paper, security could be
improved in regards to how devices interact with users and
other devices. The devices tested did not show basic security
issues like default credentials or open ssh and telnet ports.
We found that the Amazon Echo Dot approaches security
in a restrictive way, providing the owner of the device tight
control over who interacts with it and not making any trust
assumptions. On the other hand, the Google Home Mini
provides a more open approach by allowing any user on the
same Wi-Fi network to interact with the device and cast media
content. This reveals some trust assumptions. Hence, based on
the analysis in [24, 38] and the trust model proposed in this
paper, Google Home has a potential security issue that could
allow unauthorised users who have gained access to home
Wi-Fi network to perform activities like disabling previously
set alarms. Finally, we investigated Philips Hue Lights and
presented some issues related to its use in conjunction with
the smart speakers. To address these issues, we proposed a
trust model that achieves a responsible balance between the
openness of Google Home and the limitations of Amazon
Echo. Through this model, it is possible to create a trust score
related to a user concerning a particular context. This model
allows the owner of the home devices to have more control on
how the user interacts with them but it still allows responsible
sharing of the devices with other users.

For future work we plan to expand the number of tests on
these devices and explore other privacy and security implica-
tions. In addition, we plan to add other smart devices to our
testbed to achieve a more complex smart home ecosystem.
We will give preference to devices supported by OpenHAB21

in order to implement our trust model. These developments
will allow us to expand our trust model as well as the threat
model. Finally, the new relationships created by the newly

21https://www.openhab.org/

added smart devices will help in order to validate the benefits
and performance of our trust model.
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