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ABSTRACT
Internet is changing from an information space to a dynamic computing space. Data distribution and remotely accessible software services, dynamism, and autonomy are prime attributes. Cloud technology offers a powerful and fast growing approach to the provision of infrastructure (platform and software services) avoiding the high costs of owning, operating, and maintaining the computational infrastructures required for this purpose. Nevertheless, cloud technology still raises concerns regarding security, privacy, governance, and compliance of data and software services offered through it. Concerns are due to the difficulty to verify security properties of the different types of applications and services available through cloud technology, the uncertainty of their owners and users about the security of their services, and the applications based on them, once they are deployed and offered through a cloud. This work presents an innovative and novel evolution-oriented, cloud-specific monitoring model (including an architecture and a language) that aim at helping cloud application developers to design and monitor the behavior and functionality of their applications in a cloud environment.
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1 INTRODUCTION
Despite the many advantages cloud technology offers, it still raises significant concerns regarding security, privacy, governance, and compliance of data and services offered through it. Such concerns arise from the inherent difficulty to control processes and data that are stored and used in platforms that are managed and controlled by third-parties [1]. We claim that evolution is a necessary ability for applications and individual services. Nevertheless, there are bugs that need to be overcome, i.e., threats overlooked in the development phase can be later identified and require including countermeasures, new functionalities, improved performance, or environment changes may trigger the evolution of applications and services. In all these cases, engineers must address evolution with few or even no information about the behavior of the software component. This lack of support for a security focused evolution process covering the full life cycle of systems allows vulnerabilities to be exposed and exploited by malicious users, before developers are able to fix them.

Evolution should take the spotlight in the development and operation of cloud applications. Now, evolution is considered a secondary activity in the life cycle of applications, but we argue that this is not in the line with the needs of a large percentage of cloud applications. Among the main reasons why applications are hosted in the cloud we highlight, first, the need of making them available to a very large number of users that use multiple devices, and second, the high costs of maintaining and evolving such type of applications in comparison with traditional standalone or client-server applications. Likewise, it is common that the nature of services provided by these applications also requires more frequent updates to add new functionalities or new access interfaces. Finally, the heterogeneity and unpredictability of modern computing and communication infrastructures and platforms on which the applications actually run, is also an important reason that requires adaptation and evolution. In order to be applicable as a driver of security and efficiency in cloud computing, application evolution approaches and mechanisms must be made more dynamic, taking advantage of the characteristics of the cloud scenario, while avoiding the introduction of new security risks.

The aforementioned topic has been rarely addressed in the related literature. Few researches have focused on developing new tools and mechanisms to improve the efficiency and security of systems evolution across the whole software life cycle. In fact, security and evolution are tightly interrelated concepts. On the one hand, poorly controlled evolution is the source of many security weaknesses and other errors that have a negative impact on the system security. On the other hand, evolution is a crucial feature to maintain the security of systems. The current lack of support for a security-focused evolution process covering the full life cycle of computing systems results in (i) slow response times that allow vulnerabilities to be known and exploited by malicious users before developers are able to fix them, and (ii) high maintenance costs, downtime, and security incident handling.

Run-time monitoring has become an essential element whenever high levels of assurance are required. Monitoring can be useful for
different purposes such as prevention of harm when an strange behavior is detected, collection of information from both the application and the environment where it is running, etc. The current concept of monitoring focuses on the runtime supervision and control of applications, allowing the early detection of operation problems of individual application instances and supporting the automated reconfiguration of these applications. In our context, as we have already mentioned, there are not appropriate pre-deployment controls for the services running on a cloud. Therefore, runtime analysis and control become an essential tool for comprehensive support of the security of cloud software, especially when focusing on evolution. Consequently, in this article we focus on developing the concept of evolution-oriented monitoring to monitor systems to obtain feedback and inform the evolution process. These processes are themselves subject to security requirements and they need to ensure that the privacy of different stakeholders is preserved while sufficient information is communicated to developers to guide evolution.

Many authors have studied evolution topics from different perspectives, focusing on classifying types of evolution and also defining abstract models of evolution [7–10]. Some initiatives have focused on requirement evolution [11–13] more than system evolution. A key research contribution in this area is a better understanding of the origins of change [14, 15]. Roshandel et al. [16] presented an approach for managing architectural evolution in sync with code. Yu et al. [17] defined an approach based on ignoring all information but the source code, and applying reverse engineer requirements from there on an as-needed basis.

In the area of evolution of software systems, Kephart [2] proposed autonomic software that self-configures, self-repairs, self-optimizes and self-protects. Oreizy [3] proposes an architectural approach for adaptive software systems that adapt to the environment to meet their intended purpose through a monitor-diagnose-compensate feedback loop. Following this approach, a reflective middleware was presented by Kon et al. [4]. Rainbow et al. [5] proposed an architecture-based framework that enables self-adaptation based on two models: (i) an externalized approach and (ii) software architecture models. A number of authors have been interested in software evolution, most of them focusing on helping developers understand how to change the system. However, very few efforts are dedicated to address the full life cycle of systems, being just some of them interested in engineering.

In this line of work, this article describes a proposal for an evolution-oriented monitoring model for cloud systems focused on security properties.

The article is organized as follows. Section 2 presents the main features of the proposed evolution-oriented monitoring for specifications and implementations. The proposed model for evolution of cloud applications is described in Section 3. The ongoing work about monitoring applications is described in Section 4. Finally, Section 5 presents the conclusions and formulates the main lines for current and future work.

2 EVOLUTION ORIENTED CAPABILITIES

In this work, we propose a framework that provides support for evolution of both specifications and implementations by means of evolution-oriented monitoring mechanisms that enable the analysis of experiences (e.g. runtime data) gathered during the deployment of solutions (services and components) on different platforms. We envisage such mechanisms being based on secondary analysis of primitive monitoring data, aimed at identifying several issues, including:

- Gaps in the descriptions of solutions (e.g. missing preconditions and other assumptions about the operational context of a solution).
- Faulty implementations of solutions (e.g. implementations that do not satisfy certain solution properties under specific conditions).
- Faulty or incomplete models for solutions (e.g. missing state transitions).
- Improvements and enhancements in the solution composition plans.

The first level of monitoring (application-specific monitoring carried out by the Local Application Surveillance (LAS) is based on logic reasoning and deterministic rules. For the higher levels (interaction between applications carried out by the Intra Platform Surveillance (IPS) and monitoring of different instances of the same application running on different platforms carried out by the Global Application Surveillance (GAS) we propose adopting probabilistic reasoning, which fits better the nature of the rules to deal with in these levels. Precisely, most of the evolution-oriented knowledge is generated in these two levels.

The addition of the most abstract monitoring level allows obtaining information that cannot be obtained using normal application monitoring. In particular, the IPS allows our model to deal with potential problems caused by the interaction between different applications in the same platform. For example, if the frequency of correlation between events generated in two monitored applications is statistically significant our model may conclude that there is an unforeseen interaction between those applications and take appropriate measures. On the other hand, GAS supports maintenance and evolution of specific applications and detect problems with non-compliant implementations, as well as problems in the modeling. With an isolated application, monitoring can detect a failure, which is by definition an inconsistency between the model and the implementation of the application (considering that it includes all supporting layers of the cloud stack). However, it is not possible to determine whether the problem is actually in the model or in the implementation. With the vertical monitoring that GAS performs over different instances of the same application, our model can indeed determine the origin of the inconsistency. Suppose that GAS receives, from a given application instance, events indicating repeated violations of a monitoring rule indicating an illegal transition between two states. This would indicate that the application instance does not conform to its application model. On the contrary, if the violations come from different instances of the same application, these violations would most likely indicate an error in the model of the application.

3 EVOLUTION OF CLOUD APPLICATIONS

The evolution of cloud applications is a complex task due to the difficulty of knowing the specific problems that applications have
and how correctly evolve then in order to obtain a new enhanced application without unexpected security problems. It is relevant to take into account that those problems increase since the cloud applications are running over different operating systems and architectures, which means different software and hardware infrastructures. Our approach addressed these problems by using the monitoring architecture described in the previous section. This section describes how the architecture works and how the evolution of cloud applications by using our approach is performed.

3.1 Evolution of applications running on Cloud
Data needed for the evolution is obtained by using the monitoring infrastructure, from different architectures (hardware and software) where the same cloud application is running. CloudMon [18] infrastructure enable applications to forward those data that allow identifying and studying the different configurations and behaviors that were active when the cloud application failed or a monitor rule was violated.

The CloudMon workflow consists of creating an instance of LAS specific for each application. The idea is that every application loads its Application Behavior Security Model in its associated LAS in such a way that LAS detects what to monitor is described in the event declaration part. LAS sends to a subscriber (a daemon process) the list of events to subscribe. After that, rules are checked and if any rule is violated then the reaction for that specific rule is performed. IPS can act as privacy filter to decide whether sending the set of events to their related GAS or not. At this level, events become rule violations. If a rule is violated, it is reported to application provider in order to be analyzed and study if a common error in many instances of its application or only for one instance.

The local monitors (LAS) of each system check the correct working and behavior of a specific cloud application. If the application violates any rule included in the list of the monitor, it reacts by executing the (re)action specified in the rule and sends the information to the IPS. Each IPS receives reports from different cloud application running in the same platform. When rules are violated, IPS sends the information to GAS, as it means that the cloud application has a security vulnerability or flaw in the design and must be evolved. The information sent to the cloud application developer, that is to GAS, is a precise and focused report that describes the problem, the system configuration, the functionality that violated the rule, the environment where the cloud application is running, and every other relevant detail. Using all this information, the developer can analyze the problem and extract the problematic functionalities of the application.

To follow the proposed approach, new cloud applications should be designed for monitoring. For this purpose, specific parts of software must have attached a set of rules, similarly to the Proof Carrying Code [6] approach. Applications must have the structure depicted in Figure 1. Obviously, the application code and data parts are essential for runtime. As it was previously described, the Application Behavior Security Model (ABSM) enables a mechanism for communicating application specific events. For instance, applications write on a specific file such as monitoring log and the Application Interaction Security Model (AISM) is used to define the monitoring of problems derived from the interaction of this application with others simultaneously running at the same platform.

Figure 1: Application Instrumented Code Interlinked.

Let us introduce an example including an application interaction security model that describes the problem. Let suppose that App1 uses key K1 from key-store KS1 for encryption, and there is evidence that none KS1 or App1 does ever leak K1. App2 also uses K1 from KS1, but we know it is vulnerable to an attack that can extract K1. In this case, App1 becomes vulnerable too and application designer and/or developer should be warned. In this example AISM, is described in [18] as a set of rules used to declare what to monitor regarding the use of shared resources. These rules are mostly based on abduction, focused on interaction and not application-specific. Thus, if we observe that App2 fails more than 60% of the times after App1 fails, we can conclude that App1 and App2 have an unexpected interaction.

The Monitoring Forwarding Control is fully editable, configurable, and parameterizable by the user. This component provides the user the decision about what to report to the application provider, keeping the user privacy. We assume that user is a gambler, but he prefer to keep it as a secret. Then, an specific parameter of a violated rule reflects that the access to the file “gambling.avi” is not granted. Let us introduce the next example: rule R1 is violated by App1 and after one second, rule R2 is violated three times by App2. This fact reflects that a correlation exists. The next step is to notify someone that R1 is always violated after R3 is violated three times. Nevertheless, this notification must be done in a privacy-respectful system and based on a policy that must be known beforehand. We notice after our analysis that it is necessary to forward only that required information for performance, privacy, and efficiency issues. As an additional measure, and tailored for specific cases the application code, ABSM, AISM, and Monitoring Forwarding Control parts can be signed.

The evolution-aware cloud applications are created using a specific methodology and they have a particular structure. Applications are enabled to be checked for malfunctioning, attacks, security vulnerabilities, and other issues. The monitoring rules for each application are specific and designed by expert users who know the
expected behavior and possible problems that the application can present when executing in a cloud system. Besides the application information and behavior, the monitoring rules must check the environment behavior where the cloud application is running. For example, there must be rules in charge of checking the RAM memory consumed by the application, the behavior of other applications running in the same system, etc. This functionality is possible thanks to an important characteristic of the proposed evolution-aware cloud applications model: Applications are created using modules for each specific functionalities. This means that the application is composed of modules that cover specific functionalities or areas of the application. For example, a cloud application for messaging would be composed of a module for sending messages, a module for the encryption of data, a module for the receiving of data, etc.

Figure 2 describes the structure of an evolution-aware cloud application. It is structured in independent modules that can be replaced if any of them fails, is vulnerable to a malicious attack, or if the monitor detects a security vulnerability, etc. This is one of the most important characteristics of these applications: the modules can be replaced if necessary and the application will continue working successfully without notice, although some functionalities can be disabled temporarily.

![Figure 2: Evolution-aware cloud application structure.](image)

One of the most important modules of a cloud application using the proposed model is the one that has the information of the monitoring rules, which implies that each application created with this structure contains all the monitoring rules in a single package and it can be updated with additional and/or different rules if the system evolves or security threats that were not predicted are found.

### 3.2 The proposed evolution process

The evolution process of the evolution-aware cloud applications is a critical and necessary functionality that allows cloud applications to evolve, adapt, and fix errors or security vulnerabilities detected in some instances of the applications running in specific system configurations or infrastructures. The evolution process takes into account the distributed and heterogeneous functionalities of the cloud applications, allowing these applications to avoid future risks and threats that are not yet detected by some instances of the application.

Evolution process is composed of two different processes. These two parts complement each other and helps the developer to control and evolve the cloud application. The main two functionalities are prevention and evolution.

Prevention is a local action that happens only in the cloud application instance that has detected the vulnerability. Thus application executes the reactions defined in the rule violation description, in order to minimize the error and data vulnerability.

Evolution is a general response for all the instances of the cloud application. The cloud application developer uses the information collected by the monitoring infrastructure and updates and/or manages the threatened modules. These modules and the corresponding information are then deployed and all the instances of the cloud application can benefit from these changes.

For example, if application A detects a rule violation, the system reacts with the two-phase functionality. First, the local monitor reacts to the violation by executing the response code defined in the rule (stopping the application, disabling some modules, alerting the user, etc.); second, the local monitor (LAS) derives the information to be forwarded to the cloud application developer using the Monitoring Forwarding mechanism. This mechanism will use the information to create an evolution version of the application. The developer updates and manages the vulnerable modules and forwards information to all the instances of the cloud application. By means of this mechanism, even those cloud applications that have not detected the threat are protected against it. Figure 3 shows the evolution process for our proposal of evolution-aware cloud applications based on two phases.

![Figure 3: Evolution Process for Evolution-aware Cloud Applications.](image)

Evolution has two phases. The first evolution phase is the adaptation of the application following the behavior model described in the monitoring rules of the application. These responses are specified in the LAS monitoring rules, which are the first ones executed when an application violates a rule. If the LAS detects that an application is having a security problem or has an unexpected behavior (i.e., it violates any of the rules), then it will execute the reactions specified for each violated rule. For example, LAS can close the application, disable the sending module of the application (preventing the application to send raw private data, etc.), restart the application, send a message to the system administrator, etc. These responses and reactions are specified in the monitoring rules by expert users who know which are the more dangerous assets and vulnerabilities of the application, allowing the system a quick...
response to unexpected error or attacks and, preventing the harm to the system or the user. As the first reaction to errors and attacks, this first evolution phase is performed in real time, preventing attacks before any real threat occurs. In addition, as this rules and reactions are described in a specific module of the evolution-aware cloud applications, when the application creators receive more information about errors, attacks, security vulnerabilities, and other issues from the applications’ interactions in real systems, they can create a new set of rules and reactions and update the application with the new information.

The second phase of the evolution-aware process for cloud applications consists on changing, managing, and updating the modules of the application. This phase complements and works in parallel with the first phase of the evolution process. In this phase, feedback information and monitoring rules of all the different instances of cloud applications are received and used to create or update their modules in the case that is required. A cloud application has several instances running in different environments and systems architectures. These instances have their LAS checking for the correct behavior of the applications and the data they use. When errors are detected, the LAS reacts executing the adaptability rules defined in the monitoring rules, and sends data about the error to the IPS.

The monitor engine receives as input information from the same application running in different platforms. Then the IPS (Intra Platform Surveillance) module receives many reports of an error or security vulnerability in an specific functionality the developers of the application use this information to evolve the application by updating or changing the module or set of them that fails. The information of all the different threats and reports from the execution of the cloud application are collected by the GAS. Cloud application developers access this information in order to obtain the necessary data for the evolution of the application, but keeping user privacy. Once the developers receive the information of the malfunction module, they react disabling that module in the application (or taking other preventive procedures) and, if necessary, changing the module by another one that offers the same or similar functionalities and can be used in that cloud application (regarding compatibility). This action is critical, as developers have to check that the new module is not only secure, but its use does not create new security vulnerabilities or errors in the application. Developers check this issue by testing the application including the new module internally, checking for violation of existing rules and the new rules included in the new module. This functionality allows users of the application to continue using the cloud application while developers fix the errors or security vulnerabilities detected in the failing module. Although the new module would not offer the same functionality and would not work as good as the former one, it will allow using the majority of functionalities of the cloud application. In the meanwhile, developers use the information from the monitors to fix the errors of the application by updating or creating a new module that replaces the one failed. A very important step of this process is the creation of new rules for the new module. Developers create new rules and reactions for the module and insert them in the monitoring module of the application. These new rules are based on the existing ones, and update them with the information of the detected threats, environment data where the application failed, and other relevant information. Once finished, developers evolve the cloud application by changing the old module or replacing it with the new one and update the rules module for the LAS. Users can continue working with the cloud application that is more secure and resilient after the procedure, as it has been evolved to check and work with the new issues founded thanks to the monitoring infrastructure.

### 3.3 Life cycle of the evolution process

The life cycle of the proposed evolution process is described in detail in this subsection.

Let’s suppose that a group of end users are working with their company private data using a cloud application in their system. The local monitoring infrastructure detects an error in the application concerning the visibility of the private data by a malicious user. The CloudMon framework detects the problem before any harm is caused. The first reaction is executing the prevention response specified in the violated rule. This response was defined by the application developer, who knew what was the best course of action to avoid data loss or intrusion of malicious users. Lets suppose the reaction specified was to stop using the communications module of the cloud application, because if the data was sent without security, then it is better to avoid this functionality. Using this approach, users can continue using the cloud application without risk to expose the private data to malicious users. Only the vulnerable module is disabled, so users can work without worrying a malicious user access the company private data. Besides, users know that the information and data of the violated rule and the discovered vulnerability are being used by the cloud application developers to fix the threat. The CloudMon infrastructure sends data to protect the private information and data from the users, allowing for a major confidence and use of this system.

Together with the previous process, as the LAS reacts and executes the prevention action specified in the rule, it sends the information of the problem, violated rule, environment, cause, data of the application, the system configuration where it is running, and other data. This component can receive reports from both the same and different threats of the same application. If LAS receives several messages regarding the same threat, it analyzes the data, preserving the privacy of users, and sends the information to the Global Application Surveillance (GAS). GAS is in charge to check and digest information from local monitors, analyzes it, stores and extracts the key information in order to send it to the cloud application developer. Through the GAS, a user can obtain all the data relating to the detected threats and vulnerabilities of the cloud application. Then, the user identifies the problem and threat and can start working in the solution. The developer studies the risk of threat and, if necessary, can deploy a temporal module that offers the same functionality (in a lower tier) than the vulnerable module. By means of this mechanism, users of the cloud application can use the functionality of the affected module without compromising their private data. As this new module was not created specifically for the cloud application where it is used, it has to be checked against the threats detected in the previous module, to check that it does not bring new unexpected errors or vulnerabilities to the system. This part is very important, since if the new module has
The proposed approach guarantees the confidentiality and privacy of the end users’ data, as the monitors do not send any of this information to the cloud application developers. The developer creates a new version of the application that fixes the security threat or vulnerability. It is usually done by creating a new version of the threatened module or, if necessary, some more modules. After creating the new module, the cloud application developer also creates new rules that can assure the correct functionality of the system with the new module, as it can bring new functionality or has a new data structure. Also, new rules have their equivalent reactions described. They are specified in the rules module of the application, which will be evolved with the rest of the application. Finally, once the developer has checked that the new version fix the threat, it is uploaded to the cloud application providers. The users receive a message indicating that a new version of the application is up and ready to be evolved. When the application evolves, it changes the malfunction module (or modules) and updates the rules module with the new rules and reactions for the evolved modules.

The end user can continue working with the application, with her privacy and confidentiality data protected. The information their monitor provided was used to secure and evolve not only the user application but also all its different instances that are used by different users in different environments. The benefit of this functionality is that even the users that have not experienced the error or security threat are now updated and security-enhanced to this new version. For example, let us suppose that a company is using a cloud application that stores the private financial data of the company. If the monitor detects the error but cannot send this information to the LAS, IPS, or GAS, the cloud application developer will not have enough information to fix the error. The company, I.T. workers, can fix the threat internally, e.g., by fixing ports and disabling some permission, but this will not help the rest of the users of the cloud application or even assure that the application is fully secured. As the same time, if users fix locally the application in one of their computing resources, other resources of the same company will still be vulnerable to the threat and can affect the whole company system, because it does not include reaction procedures defined for the rule violation.

CloudMon provides a solution to the aforementioned problem. In case that an instance of a cloud application is compromised, developers use the information derived from the execution of a particular action to fix the application. In such a way, all instances of the application will be fixed and secured before malicious users can attempt to attack other computing resources or application instances using a security bug in many cases. Once the error has been identified in one instance, all other instances can be secured against the threat only upgrading their applications.

### 4 ONGOING WORK

Currently, we are working on some specific developments and improvements to the proposed evolution approach.

One of the main lines of ongoing work is related to enhance the CloudMon approach in order to provide more support for application developers. For this target, we have included as a milestone to provide engineering approaches that help developers incorporate monitoring specifications into applications and novel programming models that produce monitoring-ready applications with built-in support for being monitored. Today, cloud applications are developed using tools designed for traditional computing systems, without offering adequate support for developing applications that can be securely and efficiently adapted to the different and possibly evolving characteristics of the cloud infrastructures used to execute them. Applications could easily and systematically evolve, using a “social” strategy that takes advantage of the knowledge gathered from the execution of different instances in different clouds. This lack of cloud-oriented engineering and programming models has some important consequences. First, cloud applications might not be able to take full advantage of existing cloud security mechanisms, as these mechanisms might not be standardized or have a level of complexity that make it hard for application developers to understand and exploit them. Second, security mechanisms hard-coded into applications may interfere with cloud security and other application and infrastructure management mechanisms in ways that reduce the overall level of application security and resilience. Third, assumptions about the cloud infrastructure on which an application was originally planned to be deployed may have influenced its design in ways that make it difficult (if not impossible) migrating the application to different clouds, even if the latter are part of the same cloud federation.

Due to the aforementioned reasons, developing and programming cloud applications should be based on a clear model of the needed infrastructure. Moreover, the process of developing secure and evolvable applications for the cloud does frequently not only deal with technical problems, but it also involves social and organizational aspects that must be considered in a systematic way from the beginning of the engineering process. Requirements are not limited to technical needs to be satisfied, but also to policies and restrictions that have to be guaranteed in line with the social/organizational setting and within the business policies and processes that will be adopted.

Furthermore, security requirements and policies that affect cloud applications may change during their lifetime. When this situation happens, applications must evolve to ensure the satisfaction of the new security needs whilst making effective use of the available cloud mechanisms. Proper monitoring and evolution techniques must be used at runtime to guarantee continuous alignment between technical evolution of the application and security requirements and properties emerging at social and organizational level. Additionally, we consider that in order to take full advantage of the proposed approach, a way to represent the different underlying trust models used in each cloud computing platform must be established. Such trust model will be used by applications to become aware of and to adapt themselves to their current execution environment. Trust models that are currently assumed for applications executing on platforms owned and/or controlled by application providers themselves are not always adequate when the same applications are to be deployed on a cloud infrastructure, mainly because actors, roles responsibilities, and capabilities changes.
This article proposes an approach for managing software evolution in the cloud setting. Therefore, new trust models must be defined that are tailored to the security mechanisms integrated into cloud infrastructures. These new trust models should also consider different attack models that have been redefined in the cloud environment taking advantage of the previously mentioned changes in roles and responsibilities of the cloud setting.

5 CONCLUSIONS

This article proposes an approach for managing software evolution for cloud applications. The model is based on runtime analysis and control mechanisms that streamline the evolution processes of cloud-based software, and considers evolution along the full application engineering life cycle, in order to guarantee the security and resilience of evolving systems. In order to achieve these goals, the model provides a three-layered monitoring infrastructure to facilitate the operation of monitoring activities and the correct treatment of the monitoring information by different parties.

The proposed architecture increases the security and reliability of cloud computing by making easier the task of identifying the origin of design-flaws. This feature is performed by LAS, IPS, and GAS components, which are able to monitor each application separately or as a whole. In addition, components capture precise and specific information on attacks, errors, and malfunctioning, and fix errors. A proper set of monitoring rules helps with error identification before it further propagates in the application and becomes harder to track. This architecture enables the evolution of applications at runtime supporting the evolution of both specifications and implementations by means of evolution-oriented monitoring mechanisms that enable the analysis of experiences (e.g. runtime data) gathered during the deployment of solutions (services and components) on different platforms.
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