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Abstract

As the deployment of Internet of Things (IoT) is experiencing an ex-
ponential growth, it is no surprise that many recent cyber attacks are
IoT-enabled: The attacker initially exploits some vulnerable IoT tech-
nology as a first step towards compromising a critical system that is
connected, in some way, with the IoT. For some sectors, like industry,
smart grids, transportation and medical services, the significance of such
attacks is obvious, since IoT technologies are part of critical back-end sys-
tems. However, in sectors where IoT is usually at the end-user side, like
smart homes, such attacks can be underestimated, since not all possible
attack paths are examined. In this paper we survey IoT-enabled cyber
attacks, found in all application domains since 2010. For each sector, we
emphasize on the latest, verified IoT-enabled attacks, based on known
real-world incidents and published proof-of-concept attacks. We method-
ologically analyze representative attacks that demonstrate direct, indirect
and subliminal attack paths against critical targets. Our goal is threefold:
(i) To assess IoT-enabled cyber attacks in a risk-like approach, in order
to demonstrate their current threat landscape; (ii) To identify hidden and
subliminal IoT-enabled attack paths against critical infrastructures and
services, and (iii) To examine mitigation strategies for all application do-
mains.

Keywords: Internet of Things, Cyber Attacks, Smart Grids, SCADA,
Intelligent Transportation Systems, Smart Medical Systems, Smart Home,
Critical Infrastructures.




1 Introduction

In the last two decades we have experienced significant advances in both com-
puting and communication technologies that have generated a plethora of new
smart appliances. Internet of Things (IoT) technologies mainly consist of com-
putationally constraint devices that extended the connectivity of systems and
users in domain-specific applications. The number of connected “things” is
estimated to grow exponentially and is expected to reach up to 50 billion by
2020 [1].

The IoT ecosystem involves sensors and actuators that communicate with
physical systems, in order to improve and optimize real-time operations in ev-
ery aspect of our daily life. This may involve everyday objects, such as home
appliances that are controlled through mobile smartphones, up to large-scale
infrastructures, like power grids and industrial systems [2,3] that may be man-
aged through Internet-connected control systems. Since the services provided
by such large systems are vital for the well-being of the society, they have been
recognized as Critical Infrastructures (Cls) by national and international bod-
ies [4] and their resilience against cyber attacks has been recognized as a primary
concern. Indeed, attacks that could compromise, degrade or lead to loss of their
services, would result in severe consequences, in terms of public safety and order,
economic or environmental loss.

Apparently, this new interconnected world of devices raises new security
challenges. For example, Supervisory Control and Data Acquisition (SCADA)
systems, that until recently were isolated from the cyber world, are now be-
coming a part of it [5]; at the same time, existing security technologies are
inadequate to protect these infrastructures in this fast-evolving threat land-
scape. The annual reports published by the European Agency for Network and
Information Security (ENISA) [6] and the Industrial Control Systems Cyber
Emergency Response Team (ICS-CERT) [7], clearly underline the current vul-
nerabilities and exploitations of the heterogeneous communication systems in
charge of controlling and supervising critical infrastructures. From the cyber
criminals’ perception, this is a new opportunity to inflict maximum damage
with minimal effort [8]. They can apply many existing techniques to stealthily
exploit cyber-physical systems of strategic importance in diverse sectors, such
as energy [9,10], supply chain management [11], smart cities [12] and others.

Attacks that target resource-constrained IoT devices have multiplied over
the last years [13]. Security vulnerabilities are continuously being discovered in
IoT technologies used in both industrial (e.g. sensors and actuators) and home
environments (e.g. home appliances, implantable medical devices, etc). Defects
and misconfiguration in software applications [14], faulty hardware chips [15]
and easy to tamper with devices [16] are making the present situation even
more dramatic.

Motivation Although security attacks against cyber-physical systems [17]
and IoT devices [13] have received considerable attention during the last years,
the significance of IoT-enabled attacks is not always fully assessed. In the case



of IoT devices installed in “back-end”, large-scale systems it is clear that attacks
against them directly affect critical systems and services. Typical examples are
Wireless Sensor Networks (WSNs) that monitor and control electrical pylons,
industrial machineries, traffic lights and healthcare systems [1, 18], or smart
power meters that interact with generation and distribution systems, in order
to preserve power supply according to the real demand [19].

On the other hand, in the case of attacks against “end-user” IoT devices,
the potential consequences are usually underestimated. Intuitively this seems
to be correct, since such attacks involve smart home appliances, personal de-
vices, vehicles or body area networks which are not directly connected with
CIs. However, as recent real-world incidents have shown [12,20], in many cases
the actual target was not the IoT system itself, but some external, somehow
connected and far more critical system or service. Unfortunately, the potential
interconnections of IoT devices may not always be directly identifiable. To make
things even worse, the interdependencies between Cls [21] combined with the
lack of proper security controls in IoT devices create a wide attack surface; a
skillful adversary may abuse, or even extend the capabilities of IoT devices in
unpredictable ways [22], with potentially high impact.

To secure this highly connected cyber-physical world we must first examine
in depth, the known incidents of critical IoT-enabled attacks. In the case of
attacks on back-end IoT devices (directly connected with CIs), we must analyze
the ToT vulnerabilities that were exploited to ultimately compromise the Cls,
in order to properly secure them. In the case of attacks based on end-user
ToT devices (not directly connected with critical systems), we must additionally
study the attack vectors in order to learn from the creativity of the attackers,
re-assess the underestimated attack paths, and prevent such subliminal threats
from being realized in the future.

Contribution In this paper we survey recent IoT-enabled cyber attacks, i.e.
attack vectors that exploit vulnerabilities in IoT technologies (devices, applica-
tions and communications), in order to enable and/or amplify an attack against
a target system. The actual target of these attacks however, may not be the
IoT device itself. We focus on critical IoT-enabled attacks, i.e. those whose
actual goal is to affect some critical system or service, interconnected in some
way with the IoT device. We focus on verified attacks, i.e. either real-world
incidents, or attacks that have been implemented and published by researchers.
Attacks that are theoretically possible but have not been verified at least by a
proof of concept (PoC), are not included in this survey, in order to provide a
taxonomy of realistic attack vectors. To the best of our knowledge, this is the
first systematic approach to review and assess verified IoT-enabled attacks for
all application domains.

Structure The rest of this paper is structured as follows (see Fig. 1 for a
pictorial view). In Section 2 we review existing surveys on IoT security. Besides
from having a merit on its own, it enables us to clarify the differences with



our work and the novelty of this survey. In Section 3, we describe a threat
model for IoT-enabled attacks, that aims to capture all possible attack paths
(direct, indirect and subliminal) against critical systems and services. Based on
this model, in Section 4 we define a targeted risk-based criticality assessment
methodology for IoT-enabled cyber attacks. This methodology is then used in
Sections 5, throughout 9, to analyze verified cyber attacks in various IoT sectors.
Based on the analysis of these attacks, in Section 10 we summarize security
controls that can effectively mitigate such threats, either as short-term or long-
term solutions. Finally, Section 11 indicates research and implementation gaps
and concludes the paper.
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Figure 1: A pictorial view of the paper structure.

2 Related Work: Surveys on IoT security

Several surveys in the literature exist that address many diverse aspects of
security in the IoT ecosystem [2,17,23-38]. We briefly review these works in
order to: (a) Provide a concrete description and categorization of relative efforts
and (b) highlight the differences and therefore the actual contribution of this
work.

Surveys on IoT security and threat modeling Several works describe dif-
ferent approaches and viewpoints to model IoT security, based on various IoT
components and layers. Babar et al. [23] proposed one of the first IoT security
models, based on a 3-axis generic categorization: Security, privacy and trust
requirements. The proposed taxonomy captures threats related with identity
management, communications, storage, embedded security and physical threats.
However it does not model IoT-enabled attacks against interconnected systems.
Roman et al. [25] describe the security challenges of highly connected objects.



They identify the need for a holistic view of security that takes into considera-
tion all IoT elements and layers, such as protocol and network security, identity
management, data privacy, trust management and fault tolerance. The security
challenges defined in [25] were examined later by the same authors [28] in dis-
tributed IoT paradigms with various degrees of centralization, collaboration and
connectivity. They analyze various internal and external attacker models; since
the definition of a ‘perimeter’ is not easy in IoT, they examine fuzzy internal/ex-
ternal attackers based on a threat categorization that includes Denial-of-Service
(DoS), physical threats, eavesdropping, node capture and compromisation. Hu-
mayed [17] et al. describe a framework to model cyber-physical security. Their
approach is based on three perspectives. The security perspective examines
threats, vulnerabilities and security controls. The cyber-physical perspective
examines physical, cyber and mixed components. Finally the systems perspec-
tive examined security threats in various IoT application domains.

Mosenia and Jha [39] provide a comprehensive security study for IoT tech-
nologies, with an emphasis on RFID and sensors. Their security model uses
a three level approach, based on: (i) edge nodes (e.g. RFIDs, sensors), (ii)
edge (fog) computing and (ii) communications. Then, for each level, the rela-
tive vulnerabilities and countermeasures are presented and mapped to security
threats. Yaqoob [40] et al. present recent work as well as key requirements and
future research challenges concerning the IoT architecture. Parameters such as
applications, enabling technologies, architectural requirements, network topolo-
gies are described whereas future IoT architectures are proposed through real
paradigms. Yaqoob [41] et al. discuss the rise of ransomware attacks. After a
meticulous categorization of ransomware software they present the state of the
art research on IoT security in different domains such as ad hoc and sensor net-
works, smart home, healthcare, smart cities, end-user, and RFIDs. Then they
devise an threat taxonomy that is based on parameters which include threats,
requirements, IEEE standards, deployment levels and Technologies. Finally
they pinpoint open research challenges including the need for data integrity,
lightweight security mechanisms, physical protection, privacy and trust.

Surveys on IoT communications security Other surveys focus on the
security aspects of the IoT communication protocols. Granjal et al. [31] ex-
amine in detail the security of existing IoT protocols for various network lay-
ers. They analyze the 802.15.4x security mechanisms at the different network
layers, such as the MAC layer. They also compare existing key management
techniques for network-layer IoT protocols, such as the Routing Protocol for
Low-Power and Lossy Networks (RPL) and for application-layer protocols, like
the Constrained Application Protocol (CoAP) [42]. Furthermore, they review
end-to-end security technologies for IoT, such as IPSec or VPN with compressed
security headers. Other security issues discussed in [31] include 6LoOWPAN [43]
security enhancements such as protocol modifications to confront fragmentation
attacks.Pongle and Chavan [34] examine a number of possible attacks on RPL
routing protocol topology, such as: “On-path” attacks (selective forwarding,



alteration), availability attacks (sinkhole, hello flooding, wormhole, blackhole,
DoS), impersonation attacks (Sybil, clone ID) and spoofing attacks. Attacks on
6LoWPAN (fragmentation, authentication, and confidentiality attacks) are also
discussed. Furthermore, they compare Intrusion Detection Systems (IDS) that
are suitable for resource constrained devices running under 6LoWPAN protocol
and classify them in event-based, signature-based, host-based and specification-
based IDS.

Airehrour et al. [35], to the contrary, emphasize on secure routing for IoT and
analyze existing routing protocols and mechanisms. The proposed recommenda-
tions for secure routing can be categorized in secure route establishment, self-
stabilization and malicious node identification, while maintaining lightweight
computations. Finally, they summarize various trust models for secure rout-
ing used in sensor networks, such as Bayesian, game theory, entropy, fuzzy,
probability, neural network, swarm intelligence, directed and undirected graph,
arithmetic/weighting and Markov chain, than can be considered for IoT as well.
Finally, Sonar and Upadhyay [36] emphasize their survey on Distributed DoS
attacks in IoT, such as jamming, “killing”, de-synchronizing and flooding at-
tacks.

Domain-specific surveys on IoT security Many works survey security
issues of particular areas (domains of use) of IoT technologies such as WSNs.
Alcaraz et al. [24] examine the security challenges related with the integration
of WSNs in the Internet, using two different integration approaches, (protocol)
stack-based and topology-based. Granjal et al. [32] analyze the challenges of
integrating low-power WSNs with the Internet. This survey provides a concrete
review of Machine-to-Machine technologies. Furthermore, it provides a critical
view of the existing security mechanisms for various network layers of WSNs,
such as 6LoWPAN and application-layer mechanisms.

In a more specific context, Roman et al. [44] examine the applicability of
existing key management schemes, either public-key or symmetric key ones, in
WSNs. They analyze the suitability of various key management frameworks,
like key pool frameworks and mathematical frameworks. Shim [38] provides a
thorough review of the applicability of Public Key Cryptography (PKC) in IoT
devices in WSNs. The goal of this survey is to investigate under what conditions
PKC is viable for resource-constraint sensors. It examines implementations of
known asymmetric algorithms such as RSA, ECC, L-PKC MQ-PKC on popular
IEEE 802.15.4-compliant micro-controllers, in terms of execution time, energy
consumption, communication overhead and resource occupations.

Industrial control and SCADA systems is another domain with particular
security challenges. For example, Alcaraz et al. [27] provide a thorough analysis
of the security requirements for industrial substations based on smart sensor
networks and on specific communication protocols, such as the Highway Ad-
dressable Remote Transducer (HART), WirelessHART [45] or ISA100.11a [46],
all of which are compatible with 6LowPAN [47]. They examine various integra-
tion strategies into the Internet to determine the connectivity degree, based on



the operational limitations of the control systems, the criticality of the applica-
tion context and the constraints of the Internet-enabled control devices. Simi-
larly, Xu, He and Li [2] review the key enabling technologies of IoT in a variety
of industry sectors, such as health-care, food supply chain, mining, transporta-
tion logistics and firefighting, and analyze the research challenges and future
trends. Security and privacy challenges in industrial IoT are also examined by
the National Institute of Standards and Technology (NIST) special publication
800-82 [30] whereas Miller and Rowe [26] also provide a review specific to in-
dustrial systems. Their analysis focus on the analysis of real cyber-security
incidents against SCADA systems. They classify the attacks based on various
criteria, such as the source and the target sector of the attack, the method of
operations and the impact of the attack. The goal is to provide a taxonomy
that will be used in order to compare current and future SCADA incidents.
This is one of the very few works that provide a description and classification
of real-world security incidents in SCADA and critical infrastructures, although
the attack vectors of the examined incidents do not always involve IoT tech-
nologies. Sadeghi et al. [33] also examine a number of actual attacks against
industrial systems. Based on an analysis of various attack surfaces of industrial
IoT systems, they define generic security goals and requirements.

The security of smart grids has been studied in various recent surveys, such
as [48-51]. For example, Komninos et al. [50] survey security challenges and
countermeasures in smart grid and smart home and evaluate the security impact
of related attacks. Also the three volumes given by the NIST 7628 [52] provide
an extensive analysis of security recommendations and good practices for smart
grid security. Another IoT domain that has drawn considerable attention from
a security point of view during the last years is intelligent transportations. A
recent study of the ENISA [53] reports that there is currently no EU policy on
cyber security for transport. Miller and Valasek [29] provide an excellent survey
of the remote automotive attack surfaces. They review the automotive network
architecture, providing one of the first publicly available detailed resources for
the automobile network topology. They describe the remote attack surfaces for
various car models and discuss possible mitigation controls.

Comparison with this work Some of the surveys discussed above present
various interesting security perspectives, models and categorizations for IoT
security [23,25,28,39,41], or for related areas like cyber-physical systems security
[17]. However, none of them provides a taxonomy based on an assessment of
real-world attacks. In addition, the above models mainly aim to identify attacks
against the IoT systems themselves, and not indirect IoT-enabled attack paths
against other systems. Other works [31,34,35] emphasize on the security analysis
of IoT-specific network protocols, while others examine specific types of attacks,
like Distributed Denial-of-Service (DDoS) attacks [36].

The strategy followed in our work is conceptually closer to [26], [33] and [29].
Our analysis will also be based on the study of verified attacks only (real or PoC).
However, our scope will be much broader than industrial IoT (as in [26, 33],



smart vehicles (as in [29]), smart grid (as in [50]), or any other sector-specific
analysis. In addition, we will define a risk-based model in order to assess the
criticality of the examined attacks, taking into consideration all possible attack
paths, including non-obvious (indirect or hidden) attack vectors that may use
IoT devices not as the target of the attack, but mainly as the enabler or the
amplifier of an attack against interconnected critical systems.
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Figure 2: A high-level description of IoT-enabled critical attack vectors. A
motivated adversary will use any potential access to the IoT device and his/her
skills in order to compromise the device. Then, by exploiting all the connectivity
paths of the IoT device with other systems, he/she will eventually attack the
critical system. The connectivity of the IoT device with the critical system may
not be obvious.

3 Modeling IoT-enabled Cyber Attacks

IoT technologies favor the interoperability and remote management of vari-
ous cyber-physical systems, including Cls [54], but at the same time, they in-
crease the exposure of those systems to cyber attacks. The inter-connectivity
capabilities of ToT technologies, along with their inherent computational con-
straints [55], are unfortunately sufficient conditions that enable various attack
vectors against critical systems and services. An attack vector describes the
steps that an attacker will undertake in order to realize a threat [6]. In order to
model IoT-enabled attack vectors against critical systems and services, we will
examine the main entities involved in such attacks, as well as the interaction
among them. From a high level view, the interaction between these entities will
capture all possible IoT-enabled attacks. Figure 2 describes this model.

The adversary. It represents the actor of the attack. It is the entity whose
actual goal is to cause damage to a target system. If an attack can be realized
by “powerful” adversaries only, then such an attack is usually less possible to
happen and vise versa. We model the power of potential adversaries based on
their access level, capabilities and motivation (Section 3.1).



The IoT device. In our attack model, the IoT device is the enabler (or in
some cases the amplifier) of the attack. Being in most cases the weakest link in
the security chain, it will usually be used by the adversary as an initial entry
point, to gain access to critical services. This can be accomplished by exploit-
ing inherent vulnerabilities, such as lack of embedded security mechanisms or
network layer vulnerabilities. A highly vulnerable IoT device usually means a
higher exposure (attack surface) for all systems connected with it. Section 3.2
describes how IoT vulnerabilities are modeled.

The actual target. Usually, critical systems of high importance are the ac-
tual targets of attacks. An adversary with sufficient capabilities and motivation
will attempt to abuse existing paths between the vulnerable IoT and a critical
system. Since the target is a system of high significance for the well being of
the citizens, if it gets compromised then the consequences for its users will be of
high impact; IoT devices directly connected with a critical infrastructure create
obvious attack paths that are very attractive for potential adversaries and for
that reason their security should be a top priority. Unfortunately, vulnerable
IoT devices may also be connected in less obvious, indirect and hidden ways
with critical systems. For example, infotainment systems in smart vehicles may
be indirectly connected with mission critical systems of the vehicle [29,56]. Pas-
sive medical IoT devices such as smart clinical beds may be indirectly connected
to in-hospital critical systems [57]. In some cases, even the physical proximity
of vulnerable IoT devices with a critical system suffices to create such a hid-
den attack path. For example, [22] describes how vulnerable smart lamps may
be used to exfiltrate sensitive data from systems that reside in highly secured
premises. Even worse, it is possible to use IoT devices that are not connected
to any critical system, in order to amplify an attack and cause serious damage
to critical services, therefore creating subliminal attack paths. In Section 3.3
we describe these connectivity paths in detail.

3.1 Characteristics of the adversary

As shown in Figure 2, the adversaries of IoT-enabled attacks can be modeled us-
ing three main characteristics: Their access to the IoT device, their capabilities
and their motivation.

3.1.1 Required access to the IoT

This characteristic examines what type (physical and/or logical) and level of
access to the IoT device is required, in order to trigger the attack. In some cases
remote logical access is sufficient, while other attacks may require to physically
tamper the target device.

a) Physical access. We distinguish two access levels. An insider is an ad-
versary that has direct physical access to the target IoT device. Since in IoT
communication protocols physical proximity with a device may be sufficient to
launch an attack, we will consider an adversary with physical proximity to the
IoT device as an insider. An outsider has no direct physical access or proximity



to the target IoT device, but may try to gain knowledge by tampering another
ToT device of the same type (e.g. extract a common pre-shared key from one
device to attack the actual target device). In general, if an attack can be real-
ized only by insiders, it is less likely to happen than an attack that could also
be triggered by outsiders.

b) Logical access. Again we distinguish two access levels. Privileged access
adversaries are allowed to logically connect to the IoT device through an avail-
able interface. Unprivileged adversaries does not have a priori logical access to
the target device. In general, attacks that require privileged logical access to
the IoT device are less likely to happen, since the adversary will have to bypass
authorization controls, e.g. through privilege escalation. On the other hand,
attacks that do not require privileged access are more likely to happen, e.g.
inject commands to a device without prior authorization.

3.1.2 Required capabilities

This characteristic models the skills and resources required by an adversary to
successfully attack the target system.

a) Technical Skills. Attacks that can only be implemented by technical ex-
perts are less likely to happen, in comparison with attacks that can be triggered
by novice adversaries. In the middle, some attacks may require moderate tech-
nical skills.

b) Recourses. Similarly, attacks that can be implemented only by adversaries
with high resources such as very expensive, specialized or hard to find equip-
ment, are less likely to happen, in contrast to attacks that require, for example,
cheap Off-the-Shelf equipment only.

3.1.3 Required motivation

Motivation may be seen as an alternative way to describe the potential gain
that an adversary would benefit from a successful attack, in combination with
the expected penalty for an adversary being traced. Espionage, financial profit,
cyber-terrorism and hacktivism are some of the main categories of adversary’s
incentives. For example, an on-line banking system may be seen as a potential
target for financially-motivated adversaries. On the other hand, in the case of
a cyber-terrorist or black hacker, a water treatment facility may look a much
more attractive target. Attacks that can attract adversaries having even a
weak motivation are more likely to happen. In contrast, attacks that would be
triggered only by strongly motivated adversaries, e.g. ones that may risk being
traced in favor of a high expected gain, are less possible.

3.2 Vulnerabilities of the IoT device

Since the IoT device is the enabler/amplifier of the attack, an adversary shall
discover and exploit existing vulnerabilities associated with one or more layers
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of the IoT device in order to succeed. We categorize IoT vulnerabilities in two
main categories: Embedded vulnerabilities and network vulnerabilities.

3.2.1 Embedded system vulnerabilities

This category involves design and implementation flaws at the IoT hardware
(HW) and the software (SW) layers.

HW layer Due to their cost and resource constraints, IoT devices may suffer
from various HW vulnerabilities.

e Lack of tamper resistance. Most IoT devices do not implement HW se-
curity controls that may prevent/detect physical tampering attacks, e.g.
key extraction attacks.

o Weak embedded crypto algorithms. IoT devices may come with embedded
implementations of weak encryption algorithms, e.g. algorithms of small
key size [58].

o Weak hardware implementations. Untested HW implementations may
leak sensitive information, such as stored keys used to authenticate the
firmware of the device, e.g. through Side-Channel attacks (Differential/-
Correlation Power Analysis — CPA/DPA) [15].

SW layer This includes vulnerabilities, bugs and flaws that can be introduced
during the design, implementation and testing of the software developed for the
Firmware (FW), Operating System (OS) or the application layer of IoT devices.

o FW layer. If the firmware is not integrity protected, then an adversary
who has gained access to the full FW image (e.g. due to hardware vul-
nerabilities) may modify and re-install it in the device, or may reverse
engineer it [15] to recover the stored credentials.

e Operating system. Various OS vulnerabilities may allow the adversary to
gain unauthorized access, e.g. through privilege escalation. A secure ar-
chitecture should enforce the principle of the least privilege, which dictates
that only the minimal access required to perform a function should be au-
thorized, in order to minimize the effectiveness of any breach of security.

o Application layer. Due to the costs involved, in many cases IoT applica-
tions are not audited (penetration tested) prior to their deployment. The
Application Programming Interface (API) of any IoT application-layer
SW should be tested for potential flows that may allow unauthorized exe-
cution, injection or manipulation of commands. Techniques such as input
filtering, command integrity checks and other controls applied in secure
software development should be applied.

11



3.2.2 Network vulnerabilities

This category examines vulnerabilities in the network protocols and the sup-
porting mechanisms of IoT communications.

Communication protocols Remote adversaries commonly scan for network-
layer vulnerabilities, in order to exploit an IoT device.

o Link- and network-layer protocol vulnerabilities. Wireless network proto-
col families and the relative protocol implementations used in IoT com-
munications, such as IEEE 802.15.4x (e.g. ZigBee, WirelessHART, MiWi)
and IEEE 802.11.x (e.g. WiFi) incorporate several security flaws that will
be further analyzed in the next sections. Such errors may enable an ad-
versary to inject, modify or read exchanged messages. For example, if the
encryption scheme at the network layer does not ensure semantic security
an adversary may recover encrypted data that are transmitted through
the network [16].

o Application-layer protocol vulnerabilities. Misconfiguration and implemen-
tation flaws in application layer protocols (e.g. CoAP) may have a major
impact, especially if the IoT device is a part of, or is connected in some
way, with a critical system [22].

o Network design flaws. Although these cannot be considered as vulnera-
bilities of the IoT device only, in many cases the specifications of the IoT
device allow such miss-configurations. For example, if IoT devices that do
not, support any network-layer security are installed, they are completely
exposed to network attacks [59]. Another case is IoT devices that are
installed in networks with poor or no network segmentation.

Key Management Proper key management mechanisms are required to en-
able strong cryptographic mechanisms for data confidentiality, integrity and
entity authentication.

e No support of public key exchange. Due to hardware, energy and applica-
tion constraints, strong key management schemes, such as those based on
public keys, are difficult to implement in IoT devices.

e FEasily extractable communication keys. The constraints of many IoT de-
vices may lead to easily exploitable key management schemes, e.g. keys
that can be easily retrieved or extracted [60].

e Use of common (or no) key. In many cases, key management relies on
a common key embedded to all the devices of the same model [15]. An
adversary who succeeds to compromise the key from one device, can use
it to attack all the devices. In other cases, the use of encryption keys may
be optional or not available at all.
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3.3 Connectivity between the IoT device and the actual
target

By embodying networking capabilities, the IoT devices are able to interconnect
with other systems, in ways that cannot be easily perceptible. Protocols like the
6LowPAN, allow IoT devices to directly connect to the Internet thus enabling
the remote management of other control systems. An adversary may abuse
these connectivity paths to attack CIs and systems.

3.3.1 Direct connectivity with a critical system

In this case, the IoT device is physically and/or logically connected with a
critical system. In general, IoT devices that are directly connected with critical
systems create attack vectors that are easy to identify and therefore to assess
their potential impact.

Direct physical connection A physical connection usually implies that the
IoT device is installed inside a secured physical perimeter; for example a system
actuator installed inside the CI premises [61,62].

Direct logical connection A logical connection may refer to IoT devices
that are either inside or outside the CI premises (e.g. temperature sensor).

3.3.2 Indirect connectivity with a critical system

IoT devices that are connected with a critical system in an indirect and non-
obvious way, have been used to attack the system. Such attacks usually exploit
the short-range communication protocols of the IoT devices. They can be very
dangerous, mostly because they are overlooked and therefore underestimated; if
such indirect connections are not identified, then a threat with a potentially high
impact will be neglected. This situation may be aggravated in the future since
contemporary working environments apply policies such as Bring Your Own
Device (BYOD) or Bring Your Own Phone (BYOP) which allow untested end-
user IoT devices to gain physical proximity and potentially an indirect logical
connection with critical systems, thus creating new attack vectors.

Physical proximity An auxiliary and usually low-importance IoT device
that resides near a critical system, may be used to create a hidden attack path.
For example a smart lighting system installed in a highly secure facility, or an
employee’s wireless body area network.

Indirect logical connectivity IoT devices may be connected to an auxiliary
system that is logically connected to a critical system; e.g. the car’s infotain-
ment system that may be indirectly connected with critical car control systems
through a shared communication bus.
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3.3.3 No connection with a critical infrastructure

Smart IoT devices that are not connected, even indirectly, with critical systems
have also been used to attack critical systems and services. Again, physical
proximity may trigger attacks against nearby critical systems. In other cases, the
key issue is the quantity of vulnerable IoT devices that are Internet-connected
and therefore available to cyber attackers.

IoT used as an amplifier An adversary can exploit built-in vulnerabilities
in a plethora of end-user IoT devices to control them and create a botnet, to
ultimately attack a critical system. In recent real attacks, large numbers of
low-cost and insecure consumer IoT devices were exploited and used to launch
DDoS attacks against critical services [12,20].

IoT as the target (concurrent attacks) The attack is actually targeting
against a large number of end-user IoT devices. Although such devices are not
actually part of a critical service, the massiveness of the attack may lead to
very important consequences. A possible attack scenario may include a ver-
satile attacker who is able to remotely infect thousands of smart TVs with a
ransomware [63]. The attacker may then cause significant financial losses to the
end users and reputation loss to the device manufacturers.

4 Assessing loT-enabled Cyber Attacks

In order to assess IoT-enabled cyber attacks in terms of their severity, we will
define a generic risk based methodology. The methodology will utilize the attack
model defined in Section 3 and the related criteria, as described in this section.

4.1 Risk-based approach: A high level description

Although various security standards [64—67] provide slightly varying definitions,
in general a security attack can be assessed based on the security risk that
it may cause to a target system. In turn, the security risk is a metric of the
following risk factors: (i) The threat level, measuring the extent to which a
system is threatened by the attack. (ii) The vulnerability level,' which measures
the weaknesses that may be exploited by an adversary in order to realize the
attack, and (iii) the impact level, which represents the potential damage that
would be caused by the attack.

To be consistent with well established risk assessment standards (such as the
ISO 27005 [65] and the NIST SP800-30 [66]), we define a a risk-based method-
ology to assess the criticality of IoT-enabled cyber attacks, based on these risk
factors (see Fig.3). In order to methodologically assess the risk factors, we will

Hn various security standards the threat and the vulnerability levels are combined in some
way to define the likelihood of an attack.
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Figure 3: A high-level view of the methodology. The attack model of Section 3
is applied to assess threats, IoT vulnerabilities and impact for potential attack
paths and eventually the criticality of IoT-enabled cyber attacks. Security con-
trols may then be implemented (see section 10) to reduce the risk factors.
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Figure 4: The methodology utilizes the characteristics of the attack model of
Section 3 to output a qualitative criticality level of IoT-enabled cyber attacks.

utilize the criteria defined in the attack model defined above. In particular, the
adversarial model (Section 3.1) will be used to assess threat level of an attack,
while the IoT vulnerability criteria (Section 3.2) will be used for the vulnera-
bility assessment. As for the impact factor, when assessing the impact of an
attack we will consider realistic scenarios that may cover all the connectivity
attack paths described in Section 3.3.
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4.2 Methodology limitations and expected outcome

We stress out that this risk-like categorization of IoT-enabled attacks does not
substitute the need for an actual risk assessment on any real system. As in-
formation risk assessment standards suggest [65], risk evaluations cannot be
generalized from one system to another, since risk factors depend on the spe-
cific characteristics (services, people, HW, SW and data) of a system under
examination. In addition, we do not claim that the examined criteria are com-
plete. For example, since the assessment of a threat is generic, it does not
capture system-specific factors related with the threat level, such as the coun-
termeasures that may be already installed. Similarly, vulnerabilities that are
non-technical and organization-specific are not captured.

However, our goal here is not to assess particular systems, but to provide a
useful insight about the risk profile of various IoT systems and services. For a
critical system operator, it is very important to understand the risk profile of
its IoT systems, even if these are not directly connected to the critical system.
Although it is possible that the same cyber attack would exhibit a different risk
level in a different system, it is still worthy to identify which IoT-enabled cyber
attack vectors are in general more easy to implement against critical systems,
which ToT devices have (or can) actually been exploited and in what ways and
how severe the potential impact could be.

4.3 Defining scales for the risk factors

For each risk factor (threat, vulnerability and impact level) and eventually for
their combined outcome, the criticality level, we will use a three level qualitative
scale [Low, Medium, High], where each level is also assigned to an arithmetic value
in the range [0, 1, 2]. These arithmetic values are used in order to quantify the
various criteria utilized in each risk factor and eventually calculate the criticality
level of the examined attack. The meaning of each level is different for each risk
factor, as described in Table 1. The use of a three level scale is deliberately
chosen for simplicity and is compliant with risk assessment standards like [65,
66, 68]. Although more fine-grained scales can be defined (e.g. for multi-layer
analysis [69]), our goal is to demonstrate generic risk profiles for IoT-enabled
cyber attacks and not to assess specific systems, thus a simplified scale suffices
for this goal and is compatible with risk assessment standards. Similar scales
have been used in related works, such as the impact assessment of attacks on
smart grids [50]. Figure 4 demonstrates the evaluation of the criticality level
of ToT-enabled cyber attacks, based on our risk-based methodology, which is
further described bellow.

4.4 Threat assessment

When examining the threat level for an attack, the assessor must examine the
likelihood for an attack to happen. The adversarial model defined in Section 3.1
is used for this purpose, since the probability of realizing an attack depends on
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Table 1: Summary of the risk factors and their corresponding scales

1 ili cps 1s
Value Threat scale zililgerabl ity Impact scale Criticality
adversaries hav- . Attack may cause Attacks of
) (at  most) mi- . .
Low ing full access to limited damages low impor-
nor  embedded .
(0) IoT, advanced for any possible tance and
(HW, SW) and .
capabilities and attack path priority
. network-layer
motivation e
vulnerabilities
The involved
Attack requires IoT devices have Attack may ex- Attacks
adversaries hav- moderate embed- ploit known, hid- that should

Mediuning some access

ded (HW, SW)

den or subliminal

be  consid-

(1)  to IoT, moderate or network-layer paths to cause ered  with
capabilities and vulnerabilities at most moderate medium
motivation that are ex- damages priority

ploitable
Attgck may be Highly ox Att.ack may ex- Highly im-
realized by ad- > ploit known, hid- portant
. . . ploitable HW, L
High versaries with no den or subliminal attacks
SW and network- .
(2) access to IoT, ...  pathsto causese- that require
s layer vulnerabili- . .
low capabilities tos vere damages to a immediate
and motivation critical system mitigation

the existence of capable and motivated adversaries, with sufficient access [66].
Figure 4 demonstrates how these characteristics are combined to output the
threat level, using a simple “addition-and-reduction” rule (see the left part of
the figure). According to the logical and physical access required to realize
the attack, the required access is assigned to one value in the scale [Low(0),
Medium(1), High(2)]. Then, the technical skills and other resources required
to launch an attack are combined in a similar manner to output a value in
the same scale. Finally, the motivation that is expected by an adversary to
initiate the attack is also assessed. If an attack is expected to be triggered
only by an attacker with a strong motivation, then this attack is less likely to
happen, in comparison with an attack that is likely to be triggered by a weakly
motivated adversary. Then, a simple addition operation is used on the above
partial results, leading to a a threat level in the range [0-6]. This arithmetic
value is then reduced (mapped) in the [Low(0), Medium(1), High(2)] scale, as
shown in the figure, to output the threat level.
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4.5 Vulnerability assessment

Since we focus on IoT-enabled attacks, the IoT device is the most vulnerable
entry point for an attack. The vulnerability level will be assessed based on
the various technical vulnerabilities at all the layers of the IoT device. For
each layer, the vulnerabilities described in Section 3.2 are examined, in order to
determine if the vulnerabilities in the particular layer can be considered as very
important (Magjor), Moderate or low priority vulnerabilities (Minor) (see the
right part in Figure 4). When characterizing the vulnerability in each layer, the
general rule is to examine if known vulnerabilities have been identified in this
layer and if these are easily exploitable. For example, if a device has no tamper
resistance and is susceptible to side channel attacks, then it is can be considered
as a device with major HW layer vulnerabilities. The identified vulnerabilities
from all the layers are combined, to output the vulnerability level in the [Low(0),
Medium(1), High(2)] scale, based again on the simple “addition-and-reduction”
rule.

4.6 Impact assessment

Since the impact level of an attack highly depends on the specific characteristics
and services of the target system, it is not easy to define a general impact level
for an attack. In order to assess the potential impact for each examined threat
we will use input from the real security incidents that we will examine. In
addition, when examining the impact of an attack that has been verified as a
PoC attack we will consider realistic scenarios not only for obvious and known
attack paths, but also for IoT-enabled attack paths that may be hidden or
subliminal, as discussed in Section 3.3. Again, the impact scale defined in Table
1 will be used. As it is the usual practice in risk assessment we will follow a
worst-case scenario approach when assessing the potential impact.

4.7 Criticality assessment

The final step is to combine all the partial risk factors as defined above (Sections
4.4 to 4.6) to output the overall criticality level of an examined IoT-enabled
cyber attack (see Figure 4). The three level criticality scale defined in Table
1 will again be used to categorize an attack as one of High importance that
requires immediate mitigation, as a Medium importance attack that requires
mitigation in a lower priority, or as a Low importance attack.

4.8 Revisiting IoT-enabled Cyber Attacks

Based on the assessment methodology described, we will analyze and assess
IoT-enabled cyber attacks in various sectors. We emphasize on attacks with the
following characteristics:

o Verified attacks. As explained above, we examine either real-world inci-
dents or attacks that have been actually implemented in controlled envi-
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ronments by researchers.

e JoT-enabled attacks. We examine attack vectors that involve compromis-
ing/abusing vulnerable IoT devices, as part of an extended attack against
a target system that is not necessarily the IoT system itself, but usually
another important system that is interconnected in some way.

e ('ritical attacks, i.e. attacks that may result in potentially high conse-
quences.

For each examined attack, we describe a scenario? that describes the environ-
ment of the attack, the adversary and the actual target. In case of real incidents
where such information is available, the attack scenario describes the actual en-
vironment/target that the attack was realized. In the case of PoC attacks, we
adopt hypothetical yet realistic attack scenarios, mostly applied in related state-
of-the-art research (e.g. [15,22,56,62,70]), as well as on sector-specific technical
reports of major security companies [57,71,72]. Then, the attack is assessed
based on the attack scenario, using the risk factors, i.e. threat, vulnerability
and impact levels and the risk-based methodology.

Especially for the impact factor, each attack scenario is decomposed and
assessed on the basis of the connectivity level between the IoT device (the attack
enabler) and the target critical system or service. As described in Section 3, the
IoT is not always the actual target; for each attack scenario we analyze the worst-
impact connectivity path, i.e. the one that would affect the most critical target
in realistic situations. For instance, an attack against an industrial actuator
usually has high impact on SCADA systems directly connected to it, and in
this case we will examine the impact of the direct (known) attack path. In
other scenarios, it may be more important to examine the impact of an indirect
(hidden) attack path against a target system with an indirect connection with
the IoT. Finally, in some scenarios the impact caused to a system that is not
even indirectly connected to the IoT may be more significant, and in these cases
we assess the impact of the subliminal attack paths.

Characteristic examples of verified attacks in various IoT application do-
mains are analyzed in this survey: Industrial control systems, smart grids, in-
telligent transportation systems, medical systems as well as smart home devices.
However this categorization is only for practical purposes, since IoT devices of
one application domain may also affect other application domains (e.g. use of
industrial automation devices such as smart meters in home applications or use
of smart lights in industrial environments). For clarity and in order to assist
the reader, we divide the analysis in multiple sub-domains through sections 5
to 9 so as to provide a brief description of the underlying systems and archi-
tectures. Then we taxonomize the IoT-enabled attacks that were found in each
sub-domain. Detailed analysis of the attacks is provided in the corresponding
tables (see Tables 2 to 8), where we describe the implementation of each attack
(attack vector and attack scenario), and we assess ther criticality level, based
on the examined scenarios.

2For some attacks we may describe more than one attack scenario

19



5 Industrial Control Systems - SCADA

Industrial Control Systems (ICS) are mission critical applications with a high-
availability requirement, fully or partially automated, that gather information
from a variety of endpoint devices about the current status of a production
process. SCADA systems are ICS which are used to monitor and control distri-
bution systems spanning a large geographic area such as gas pipeline, electric
power transmission and water distribution systems. SCADA systems are also
used to control single sited facilities such as refinery and heavy machinery man-
ufacturing [73]. Given the fact the SCADA is the most well-established ICS
technology, this section focuses on IoT-enabled attacks on industrial SCADA
systems. In the following sections we also present IoT-enabled attacks that re-
fer to SCADA systems used in other sectors and infrastructures such as smart
grids and transportation systems.

Field devices:

Corporate IT Control center: (/; Directattacks on |ntelligent electronic Sensors, actuators,
network MTUs, SCADA servers, SCADA PLCs devices: boti
HMIs, App/DB servers IEDs, PLCs, RTUs
A ot 1 \l
{ LAN/WAN . -
{ « IS 4
RS N J
% ------
Attacks on SCADA (/72 ey Attacks on SCADA (772 Attacks on SCADA (72
through the IT network through Internet/loT- a through loT-enabled
or Control center enabled PLCs field devices

Figure 5: A typical architecture of industrial SCADA systems and relative IoT-
enabled attacks. Internet connectivity and the interconnection of IoT-enabled
PLCs and field devices extend the attack surface. Some attacks are only possible
by adversaries with physical proximity with the target (e.g. direct attacks on
PLCs). Others may also be initiated by remote adversaries (e.g. attacks on
IoT-enabled PLCs or field devices).

Cyber security was not among the major concerns of the early SCADA
systems, which used to operate in protected and isolated environments. But
since the SCADA systems became connected to corporate IT networks and
to the Internet, they have become exposed to a wider attack surface. Cyber
attacks associated with the Internet connectivity of SCADA systems have been
extensively studied in the past [26,74-77]. Most reported attacks exploit the
connectivity of the SCADA components with the corporate IT servers or the
SCADA servers, in order to pivot to the field devices. As the IoT technology
increasingly spreads in the industry sector, more SCADA components become
interconnected using IP-based protocols, and thus extending the attack surface.

Obviously, industrial IoT devices are in most cases directly connected with
critical control systems. Therefore, by compromising an industrial IoT device,
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an adversary can usually establish a direct attack vector to compromise a critical
system. Thus, such attacks paths are more or less known and easy to identify.
From this point of view, although IoT-enabled attacks on industrial SCADA are
the most obvious example of attacks against critical infrastructures, they are not
on the focal point of the current survey because they do not demonstrate hidden
or underestimated paths. Thus, in this section we do not present a detailed list
of cyber attacks in SCADA systems but some representative examples for survey
completeness. Sections 7 - 9 that examine transportation, medical devices and
home appliances respectively, present more illustrative examples that activate
such invisible attack paths.

5.1 SCADA architecture

Figure 5 depicts a typical SCADA architecture. It consists of one or more
distributed supervisory computers, also called Command and Control (C&C)
centers and a number of Intelligent Electronics Devices (IEDs), such as PLCs
and Remote Terminal Units (RTUs) connected in an hierarchical model. Intel-
ligent electronics devices are used to supervise and control the industry plant
through a diverse set of field devices, e.g. sensors, actuators, motors, drives
and robotics. In the upper level, the C&C centers consist of Master Terminal
Units (MTUs) and Personal Computer (PC) type workstations which gather
and process data from the IEDs and send commands to the field devices. Oper-
ators monitor and control the system through Human Machine Interface (HMI)
displays, distributed in the C&C center. Other computers may exist in the
SCADA network, such as application and database servers for data storage and
processing [78].

Given that the geographical area of a SCADA system may significantly
vary, from the premises of a small factory up to a large city area when the
SCADA controls the power grid of a smart city, the SCADA systems may use
Local (LAN) or Wide Area Networks (WAN). The communication infrastruc-
ture maybe frame relay network, satellite, radiowaves, dedicated lines, power
lines or any combination of the above. To overcome network heterogeneity is-
sues, various communication protocols have been adopted in SCADA networks,
including Ethernet/IP, Modbus/TCP, Distributed Network Protocol 3 (DNP3),
IEC-104, DeviceNET, ControlNET, and many more. This network diversity
raises more security issues.

5.2 JToT-enabled attacks on SCADA systems

Securing SCADA systems is a daunting challenge when compared to classic
IT infrastructure. Several vulnerability issues have been reported for SCADA
systems [79,80]: The lack of feedback from system operators, the extensive life-
time of SCADA products, the fact that availability is considered more important
than confidentiality or integrity, the use of unsecured protocols (e.g. Hyper Text
Transfer Protocol - HTTP /File Transfer Protocol - FTP), the lack of authen-
tication and message integrity mechanisms in the existing network protocols,
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the embedded vulnerabilities of SCADA networks such as Modbus, DNP3 and
ICCP [81]. Several attacks on SCADA systems have been reported the last
years that exploit the aforementioned vulnerabilities.

In this survey, we classify IoT-enabled attacks on SCADA systems according
to the target attack surface. The ultimate goal of most attacks is to affect the
SCADA field devices. This can be accomplished by either targeting directly
the Internet-connected SCADA control devices, e.g. IEDs, PLCs, RTUs, or by
first compromising a workstation of the upper SCADA layers, e.g. corporate
IT network, control center, and then using that machine as backdoor into the
control network. In another case, especially for industrial systems that include
IoT-enabled intelligent field devices, the attacker may attempt to directly com-
promise the end devices. Thus, the attacks are categorized on those that target:
(i) The corporate IT network or SCADA control center, (ii) the Internet- or IoT-
enabled SCADA PLCs and (iii) the IoT-enabled field devices. The first category
cannot be considered as IoT-enabled attack, even though it takes advantage of
the connectivity of the SCADA components to infiltrate into the system. How-
ever, it is presented here for survey completeness. Next, we describe shortly
some representative examples of these categories, while in Table 2 we present
realistic attack scenarios and assess them using the risk-based methodology de-
scribed in Section 4. Finally, we present a more complex case, where different
attack scenarios are combined to compromise industrial robots.

5.2.1 Attacks through the IT network or the control center

The Stuxnet worm, reported on June 2010, caused perhaps the most famous
cyber-physical attack against critical industrial SCADA systems [82,83]. The
500-kilobyte computer worm, infected the software of at least 14 industrial sites
in Iran, including an uranium enrichment plant, as well as over 200,000 com-
puters globally causing 1000 machines to physically degrade. The attack vector
mainly consists of three stages. The malware was introduced to the IT network,
probably through spear phishing techniques or through physical access. Then
the worm exploited various Windows vulnerabilities and repeatedly replicated
itself, seeking for its target software named Siemens Step7, a Windows-based ap-
plication that is used to program PLCs. Finally, after compromising the PLCs
that control the centrifuges, it slightly increased their spinning speed, leading
slowly to their complete brake-down. The attack preparation is estimated to a
few years and required very high expertise and resources. Stuxnet is an instance
of what is now known as Advanced Persistent Threats (APTs) [84].

In 2013 a security company Trend Micro deployed an ICS-like network of
Honeypots, i.e. virtual systems that mimic actual ICS systems, in eight different
countries in order to gather data of real attacks [85]. From March to June 2013
they observed 74 attacks originating from 16 countries (about 58% of these
originated from Russia) with 11 attacks considered as critical. Most critical
attacks were identified by alerts triggered when an unauthorized Modbus client
attempted to read or write to PLC devices. Most of these attacks gained access
to the Modbus by first compromising components of the C&C center. The
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HMIs were proven to be the gateway to the SCADA systems in several cases.
Attackers attempted to exploit HMIs through typical web attacks like SQL
injection, CSRF (cross-site request forgery) and dictionary attacks [86]. Since
Modbus protocol does not require authentication [87], a compromised HMI can
be used to send valid commands to the PLCs. Note that in most cases the
reconnaissance of the honeypot was achieved via an online search through the
Shodan IoT search engine [88]. One of the most interesting attacks, against a
Japanese honeypot, is analyzed in Table 2.

5.2.2 Attacks through IoT-enabled PLCs.

In [62] a research group created a self-spreading ransomware worm, named Log-
icLocker, that could infect three popular Internet-connected PLCs (Modicon
M221, an Allen Bradley MicroLogix 1400, and a Schneider Modicon M241).
More than 1500 devices of the PLC models, that were proven susceptible to this
specific ransomware attack, were discovered through the Shodan search engine.
The infected PLC was used as backdoor into the internal SCADA network and
was able to infect with ransomware other PLCs of the same vendor. Except
from the initial infection, various techniques were used to prevent quick restora-
tion such as PLC access locking and PLC program encryption. Then, a small
scale ransomware attack was demonstrated: In a simulated environment of a
city water treatment plant [92] a malicious actor compromises the control PLCs
and threatens to release large amounts of chlorine into the water unless the
ransom is paid.

Alternatively, the ransomware worm can be propagated vertically through
the SCADA layers to infect the control network and the corporate servers.
In [61] the authors demonstrated a self-spreading worm that can be spread
in a SCADA network just by introducing an infected PLC (Siemens SIMATIC
S7-1200). It first checks if the target is already infected; if no infection is de-
tected, the worm stops the execution of the installed program, transfer its own
code, reboots the PLC and propagates itself to the next target. The worm
was designed to survive reboot and power-off procedures, utilizing only the
PLC resources, in order to function and spread. These characteristics make it
hard to be traced and ideal to be used by an adversary as an attack amplifier.
Although this attack cannot be launched from the Internet, it utilizes IoT inter-
connectivity in order for the worm to spread from one infected PLC to another.
Similar ransomware attacks can be accomplished in the opposite direction by
first compromising workstations located in the corporate network. In this case,
the ransomware attacks belong to the previous category.

5.2.3 Attacks on IoT-enabled field devices

Automated Tank Gauges (ATGs) are small-scale SCADA systems that are used
to monitor fuel tank inventory levels and raise alarms (e.g. fuel spill). Most
ATGs can be controlled and monitored through a built-in serial interface. Many
operators choose to map the serial port to a TCP port that is accessible through
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the Internet, in order to enable remote control services. According to a technical
report published by the security company Rapid7 [89,90], approximately 5800
ATGs were discovered to be exposed to the Internet through port 10001/ TCP,
which could be accessed without even requiring a password or utilizing any other
authentication mechanism. Through Internet facing TCP port, an adversary
can remotely prevent the use of the fuel tank by changing its access settings,
simulating false conditions or triggering a manual shutdown. In a similar large-
scale security experiment, Trend Micro presented in 2015 a honeypot [93]: fully
functional virtualized tank-monitoring systems were created so as to mimic real
systems. The virtual ATGs were distributed among eight countries and were
visible from search engines such as Shodan. During the experimental period
most of the attacks (44%) occurred in the ATGs that where deployed in the
USA including a 2-day, 2Gbps DDoS attack, that utilized the Low-Orbit Ion
Cannon (LOIC) tool [94], against a virtual ATG located in Washington DC.

5.2.4 Attacks on industrial robots

Industrial robots are computerized mechanical multi-axis “arms” used in mod-
ern smart factories for automating various operations such as welding, packag-
ing, food processing, etc. Newest models come with advanced programming and
networking capabilities that fully integrate them to the factory IT ecosystem.
For example, ABB’s robots are equipped with a so-called Robot Web Service
which accept HTTP requests, or support easy-to-use APIs that enable remote
control via smarthphones. However, the ever increasing complexity and inter-
connectivity of industrial control systems and robotics bring a broader attack
surface, where different attack types may be combined. Recent studies [72,91]
demonstrated attack scenarios on actual IoT-enabled industrial robots in a con-
trolled environment. Using search engines, like Shodan, ZoomEye and Censys,
security researchers managed to discover industrial robots exposed directly to
the Internet via F'TP services or through industrial routers. From a total number
of 83673 robots discovered, 5105 required no authentication, 59 had embedded
known vulnerabilities whereas new vulnerabilities were identified in 6 robots.
Their findings included outdated software components (e.g. application-level li-
braries, compiler, kernel), poor authentication schemes, insecure web interfaces,
obsolete open source code, poor software protection (e.g. unstripped binaries),
publicly accessible firmware images, documentation and relative software, WAN
access to unfirewalled LAN ports, wireless (GSM or WAN) access to remote ser-
vice facilities.

The attack scenario presented in Table 2 was demonstrated on an ABB’s six-
axis IRB140 industrial robot. The scenario exploits vulnerabilities of two robot
components exposed in the Internet, the main computer and the FlexPendant (a
handheld operator unit). Initially static/default FTP credentials were used to
access the command driver and permanently disable User Authentication Sys-
tem (UAS). Then, by triggering a reboot, crafted .NET Dynamic-Link Libraries
(DLLs) were uploaded and executed to the controller, thus enabling them to
take control of the robot remotely. The researchers demonstrated five classes of
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robot-specific attacks that violate the basic operational requirements (accuracy,
safety, integrity) of industrial robots: (a) Control-loop parameters alteration,
(b) user-perceived robot state alteration, (¢) actual robot state alteration, (d)
calibration parameters tampering and (e) production logic tampering. Potential
impact of these attacks include defective or modified products, robot damages,
operator injuries, sensitive data exfiltration (e.g. industrial secrets) and/or ran-
somware attacks on altered products.

6 Smart Power Grids

Smart power grids are the modern versions of the energy generation, transmis-
sion, distribution and consumption systems. They can be considered as system-
of-systems consisting of several SCADA systems and communication networks.
The integration of digital monitoring, control and measurement capabilities into
the traditional energy systems provide significant benefits to the relative stake-
holders such as energy producers, providers and consumers [95]. On the other
hand, the distributed intelligence and broadband capabilities of smart grids
increase the cyber-security risks.

Although the smart grids could be considered as special, large-scale SCADA
systems, we further analyze them separately, due to their importance as Cls.
As in the previous domain, we do not aim to analyze in depth the security risks
of smart grids; too many surveys are available in the literature (e.g. [48-51]).
We analyze some representative examples of cyber-attacks against smart grid
components at the generation and transmission domains as well as False Data
Injection attacks (FDIAs). Moreover, we emphasize on IoT-enabled attacks
that usually target customer-side components, such as smart meters, end-user
generation systems (solar panels, wind turbines) and electric vehicles connected
to the grid.

6.1 Smart grid architecture

A smart grid is divided in three main domains: Generation, transmission and
distribution of electricity as shown in Fig.6. The electricity is generated in power
plants and carried along the transmission systems to the distribution systems
where electric power is delivered to the end customers, domestic or industrial.
These physical systems are interconnected through transmission lines and sub-
stations deployed in a wide area. Energy Management Systems (EMS) located
at the control centers monitor, control and optimize the grid operations through
SCADA systems. On top of these systems, independent system operators co-
ordinate the electricity flow and data exchange among service providers and
customers [96].

From the cyber-security viewpoint, the key components of a smart power grid
are: (a) The SCADA systems and (b) the Advanced Metering Infrastructure
(AMI) [97,98]. SCADA systems monitor and control at real-time the power
delivery systems based on several communication networks. AMI measures,
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Figure 6: A typical smart power grid architecture. Wide-area, heterogeneous
SCADA systems, AMI infrastructure and home appliances extend the attack
surface. For the cases where the adversary is located on the cloud, the attack
is from the Internet (e.g. attack on the transmission system through the IT
network of the operators). Otherwise, the attack requires physical proximity
with the target (e.g. attack on smart meters through infrared port).

collects and analyzes the energy usage by the consumers. It mainly consists of
smart meters, Data Management Systems (DMS) and several communication
networks. Smart meters send measurements towards the DMS through the
Home Area Network (HAN). Multiple HANs are connected together to form
a Neighbor Area Network (NAN) under each substation, while a Wide Area
Network (WAN) is used to connect distributed NANs [99].

Another smart grid feature is the Vehicle-to-Grid (V2G) network [100]. It
is based on the concept that the batteries of electric vehicles can be utilized to
assist the stabilization of the electricity network [101-104]. Depending on the
power needs, the grid operator may require the batteries of the connected electric
vehicles to either return electricity to the grid or throttle their charging rate.
However, wireless communication networks between Battery Vehicles (BVs) and
the smart grid introduce new security challenges [105].

6.2 IoT-enabled attacks on smart grids

The cyber security of smart power grids have been extensively studied in the
past. Several surveys [48-51] present and categorize cyber-physical attacks on
different assets of the smart grid and propose effective security countermeasures.
Recent research papers [106-111] describe potential PoC attacks on smart grids.
Cyber criminals, terrorists and nation state adversaries [10] may attempt to dis-
rupt smart grid services. The consequences of successful attacks may include
large-scale blackouts, human safety threats, significant economic loss for compa-
nies and less severe such as small-scale outages or consumer equipment damage.

Many smart grid vulnerabilities are associated with networking and com-
munications. Due to the heterogeneity, the diversity and the ever increasing
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complexity of the grid networks [112], new security and privacy issues arise.
Moreover, the integration of low-cost, low-power wireless protocols, e.g. ZigBee
or 6LoWPAN; into the smart grid components, especially in the distribution
system (AMI), introduces new vulnerabilities. Even though more secure proto-
cols are employed, e.g. WiFi, in a HAN or a NAN network, a strongly motivated
attacker can crack the supported encryption scheme and perform Man-in-the-
Middle (MiTM) attacks [33,113].

Since smart grids are mainly controlled by SCADA systems, they are prone
to similar security problems. Alike SCADA, indirect connectivity paths, that
exist between the smart grid components and corporate I'T networks such as
grid operators and service providers, extend the attack surface of smart grid
SCADA systems. For example, since utility companies must be constantly aware
of real-time data concerning energy usage to make smart trades, financial-driven
attackers can take advantage existing or zero day vulnerabilities to exploit the
economics of the energy industry [111,114-117]. An on-growing plethora of
smart objects such as home appliances and electric vehicles, interact directly
with smart meters and through them with the distribution and transmission
domain as well. Smart meters collect a large amount of data and transport it, in
many cases through wireless communications, to the utility company and service
providers. In addition to that, grids must integrate and regulate a large number
of distributed small-scale renewable energy sources, such as wind turbines, solar
panels or biomass power plants, as part of the generation domain. Since all
these cyber-physical systems heavily rely on IoT interconnectivity in order to
interact and self regulate one another, cascading failures are imminent. Just
by exploiting vulnerabilities of smart meters, an adversary can obtain private
consumer information [118], monitor consumer’s activities, permanently disable
smart electrical appliances or use them as an amplifier (e.g. for DDoS attacks
[119,120]). In [51] attacks on electricity market systems are also surveyed.

In this survey, we classify the attacks on smart grids according to the target
domain: (i) Attacks on generation systems [121-123], (ii) attacks on transmis-
sion systems including interdiction, substation, load redistribution [107-109,124,
125], (iii) attacks on distribution/customer side systems - AMI, like energy theft,
information/privacy leakages/DoS [119,120,126,127]. We separately examine
False Data Injection Attacks (FDIA), since they affect all domains [111,128,129].
Table 2 reports realistic scenarios and assesses the criticality of these attacks.

6.2.1 Attacks on generation systems

One of the first security testing experiments on electric power generators is
the Aurora attack, demonstrated in 2007 at the Idaho US National Labs [121,
130]. An Aurora attack forces one or more circuit breakers to open and close
in a very fast rate (e.g. every 0.25 sec), resulting in the desynchonization of
the power generator and ultimately in its physical damage [130]. The impact
of such an attack may range from a short-term power outage to a long-term
generation deficiency. The aurora attack can be performed by compromising
the associated PLCs through command injection. An attack scenario described
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in [121] and presented in Table 3, that exploits both cyber and physical system
vulnerabilities to control circuit breakers, is an ample example of an Aurora-like
attack.

In [131] several real security breaches against power plants in the United
States are reported, including a nuclear power plant in Kansas. Despite the
suspicions that this incident is connected with the attacks in Ukrainian smart
grids [9, 10,132, 133], no digital fingerprints were detected. Although hackers
managed to penetrate the corporate networks of operators, no operational im-
pact to the power plants were reported, due to the fact that the industrial com-
puter systems were completely separate from the corporate network. Experts
warn that despite that the attacks did not reach any of the critical generation
systems, they could be used as preliminary reconnaissance steps in order to
collect valuable information.

6.2.2 Attacks on transmission systems

Among the most known attacks in smart grids are those in the Ukrainian energy
industry [9, 10,132, 133], analyzed in Table 3. In December 2015, a region in
Ukraine suffered a massive power outage affecting almost 230,000 customers [9].
Well-known malware, named BlackEnergy and KillDisk, were sent wrapped up
in a word document attached in a phishing email impersonating a message
from the Ukrainian parliament. Opening the attachment resulted in executing
the malicious payload that planted the BlackEnergy malware. Then the worm
spread throughout the power company’s networks and managed to retrieve cre-
dentials of a Virtual Private Network (VPN) used to access remotely SCADA
systems for maintenance. Using the VPN credential enabled them to trip the
interconnected circuit breakers in several distribution stations thus causing out-
ages in entire regions. In addition to that, they managed to permanently prevent
the legitimate operators from restoring the power by replacing the legitimate
firmware of the substation’s Serial-to-Ethernet converters, used to connect the
older circuit brakers to the network. As their final act, they disabled the bat-
tery backup system of the control stations and run KillDisk malware to erase
information stored on company’s compromised workstations.

Next year, a similar, yet much stealthier, cyber attack occurred targeting
Kiev transmission station [10]. This time, the central station under attack
was of a magnitude of 200 megawatt, thus superseding the total power of all the
stations knocked out in the previous-year attack. The adversaries used the same
approach and planted the malware CrashOverride [134] / Win32/Industroyer
through spear phishing campaigns. The malware remained stealth until it was
triggered by the adversaries. It included a framework that incorporates modules
for numerous ICS protocol stacks, such as IEC 101, IEC 104, IEC 61850, and
OPC, a wiper to delete files and processes as well as modules to open circuit
breakers on RTUs and force them into an infinite loop. A malware analysis by
security company ESSET [135] revealed that the worm could be programmed to
scan the victim’s network, discover potential targets and open circuit breakers
autonomously, with no intervention of the adversaries.
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6.2.3 False Data Injection Attacks

State Estimation (SE) plays an important role in smart grid operation. It
calculates the current state of every circuit and transfers raw measurements
from smart grid components to the operation control center. In order to affect
the SE process an adversary may inject falsified state estimation data so as
to disrupt the operation and control of EMS. Recent studies [128] examine the
potential impact of FDIA in three main categories: (i) Electricity market: They
are mainly focused on the economic aspect of FDIA [111]. An adversary can
potentially gain a substantial profit by acquiring virtual electric power at a lower
node price and sell it at a higher node price; (ii) System operation: Their goal
is to manipulate the quantity of energy supply and response as well as the link
state information. Energy deceiving attacks may deregulate the balance between
power supply and demand thus leading to a disruption of the electricity and
significant cost increase; and (iii) Distributed energy routing: For example, load
redistribution attacks [129] target the security-constrained economic dispatch,
used for minimizing the overall cost. Injects falsified data may drive the system
in a unoptimized operating state and may potentially destabilize a large segment
of the distribution network.

6.2.4 Attacks on renewable energy & distribution/customer side
systems (AMI)

Real as well as PoC attacks depict the threat landscape on AMI (e.g. in the
smart meters [126,127,139,140] ). Security researchers have presented poten-
tial impact scenarios originated from connecting vulnerable smart meters to a
home network and analyzed the insecurity features of hardware, embedded soft-
ware and networks of the AMI. In 2010, an FBI’s report analyzed the Puerto
Rico’s case [136] where a fraud against an electric utility was disclosed. Adver-
saries (former company’s employees) were tampering smart meters and modi-
fying measurement and billing data, using an infrared communication port. As
reported, the estimated financial loss could reach up to $400 million. In 2016,
a security researcher presented a command injection vulnerability (ICSA-16-
231-01) that allows hackers to remotely control vulnerable smart solar meters
(Locus Energy) [137] and spoof power level reports or perform DDoS. With
almost 100K devices in the wild the company released an updated firmware
version to address the issue.

Renewable energy systems, such as wind turbines and solar panels interact
directly with the distribution power network and, in most cases, are connected
directly to the Internet. In 2016, a security researcher pentested his own solar
panel management unit (Tigo Energy MMU) [110] to discover an open access
point for remote control as well as a permanent connection through VPN tun-
nel from his device to the vendor’s premises. Using Wigle.net engine, he was
able to detect almost 10,000 similar systems exposed to the Internet, of which,
160 constantly connected. Their web interfaces were vulnerable to remote code
execution, utilized unencrypted HTTP interfaces and used easy to guess/de-
fault credentials (e.g. admin/support). In 2015, another security researcher
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identified numerous flaws in clean energy systems [138] such as the XZERES
442SR Wind Turbine, the Sinapsi eSolar Light and the RLE Nova-Wind Tur-
bine. These vulnerabilities have been reported to ICS-CERT (ICSA-15-160-02,
ICSA-15-342-01B/C, ICSA-15-162-01/A) and include, among others, passwords
stored in plaintext files and/or the use of Cross-Site Request Forgery (CSRF)
vulnerability to change the web interface administrator password. For all three
devices examined, the researchers could perform various control actions, such
as alter wind vane correction or change the network settings to make a web
interface inaccessible. The attack scenario from [138] presented in Table 2 is
related to the RLE Nova-Wind Turbine HMI vulnerability (ICSA-15-162-01A).

Vulnerable V2G communications are considered to be another way to at-
tack the power distribution network as previously stated. Although hacking
smart cars has been proven to be feasible, to our knowledge no attack to smart
grids through V2G network has been reported in the past. However, recent
works [141], [142] indicate security concerns and challenges related with V2G
power and communications interactions. In [141], the authors have proposed
a model that jointly optimizes security risks and equipment availability in the
interdependent power and electric vehicle infrastructure. In [142], a context-
aware authentication solution for V2G communications in the smart grid has
been presented and several open security issues of V2G networks have been
discussed.

7 Intelligent Transportation Systems

Intelligent transportation systems (ITS) [148] involve smart cars and road in-
frastructures, railway control systems, air traffic control systems, and smart
maritime surface vessels (see Fig.7). Cyber attacks in ITS may lead to severe
consequences not only on the transportation operations, but also on other sec-
tors or even on the safety of citizens. A recent study published by ENISA [53]
reports that there is currently no EU policy on cyber security for intelligent
public transport, the awareness level is low and it is difficult for operators to
dedicate budget to this specific objective of cyber security.

7.1 ITS architecture and related IoT technologies

We briefly describe the main IoT technologies that are utilized in the ITS ecosys-
tem, as depicted in Figure 7.

7.1.1 Smart cars and road infrastructures

Modern cars can be considered as “computers on wheels”. Dozens of tiny
computers, aka FElectronic Control Units (ECUs) in automotive terminology,
are used to manage traditional mechanical and electrical subsystems, such as
breaking, transmission, locking and airbags, as well as modern systems like the
infotainment, emergency call or cooperative cruise control [149]. Initially, a ded-
icated point-to-point connection was used to connect all subsystems to ECUs.
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Figure 7: Intelligent transportation systems architectures and relevant IoT-
enabled attacks. If the adversary is placed inside the relevant infrastructure
perimeter, then the attack requires physical proximity with the target (e.g.
attacks on car sensors [143,144]). If the adversary is outside the perimeter then
the attacks are executed from the Internet (e.g. attacks on car infotainment
systems [56,145]). Finally, if the adversary of an attack is placed at the border,
then both nearby and remote scenarios are possible (e.g. attacks on cars’ radio
communications [146, 147]).

In order to reduce car wiring costs, in the mid 80’s the dedicated connections
were replaced by the Controlled Area Network (CAN) bus. An On Board Diag-
nostics Socket (ODB) was also introduced to provide physical access to the the
whole system. Being a 30-year old standard, the CAN bus does not include any
security mechanisms making it vulnerable various attack types, such as passive
sniffing and command injections [150]. Low-cost off-the-shelf software, such as
CANdo [151] by Netronics allows a novice user to control a car via a graphical
user interface, sniff, inject or decode CAN bus messages. Despite the advances
in car bus technologies [152], a large fraction of the car fleet worldwide relies on
CAN.

Smart cars integrate various IoT technologies. Internet connectivity is im-
plemented via cellular data SIM cards, while in-car WiFi is also supported.
Internet connectivity enables various services, such as on-line infotainment ser-
vices, remotely updating the car’s software, emergency “e-call” services, and
navigation services with real-time traffic data [153]. Various smart control and
assisting systems, such as Autonomous Driving Systems (ADS), Adaptive Cruise
Control (ACC), collision avoidance, automatic speed enforcement and emer-
gency vehicle notification systems, are based the data collected by on-board
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sensors [154]. These sensors may use diverse wireless technologies to communi-
cate with each other and with ECUs through the CAN bus, to send the data to
other cars ( Vehicle-to-Vehicle — V2V communications) or to communicate with
traffic infrastructures installed in roads ( Vehicle-to-Infrastructure — V2I commu-
nications) [155]. An typical example of V2I/I2V service are smart traffic signals
that provide adaptive traffic management and variable speed limit enforcement.
Another example involves sensors installed inside the roadways in order to cre-
ate in-ground induction loops with the metal bodies of the cars, for example,
to detect vehicles at intersections. These sensors may also communicate with
other infrastructures (I2I communications) such as traffic signals.

7.1.2 Smart railway systems

Modern train control and railway signaling systems have become fully autonomous.
With the assistance of the Communication-Based Train Control (CBTC) sys-
tem [156], a train can determine its position and speed, based on data received
from onboard sensors (e.g. tachometer) as well as from the Absolute Position
Reference (APR) beacons located on the track. These data are then send to a
sideways system through a radio-based communication link, which in turn for-
wards the data to the central Automatic Train Supervision (ATS) system at the
operations control center. Zone controllers that process these data are used to
determine the train’s Limit of Movement Authority (LMA) — the total distance
until the next obstacle. Each train is under the control of a zone controller
whereas Automatic Train Protection (ATP) and Automatic Train Operation
(ATO) systems [157] associate the LMA information with local train data, to
issue appropriate train control commands to the train, typically through some
Driver Machine Interface (DMI). Finally Public Information Display (PID) sys-
tems are used to inform the commuters in real-time for delays and other in-
cidents and to advise them for alternative means of transportation, through
on-site screens, websites and mobile applications.

7.1.3 Aircrafts and civilian air traffic systems

Several air traffic control and support systems are used nowadays to increase
the connectivity and “openness” of modern aircrafts. Some of these systems
which heavily rely on wireless technologies, thus increasing their exposure to
new security threats, are briefly described in the following. Automatic De-
pendent Surveillance Broadcast (ADS-B) [158] system enables an aircraft to
determine, through satellite navigation, and broadcast its position for tracking
purposes. ADS-B is expected to replace radar systems as a primary means of
tracking. Other wireless supporting systems include the Aircraft Communica-
tions Addressing and Reporting System (ACARS) [159] and the Traffic Collision
Avoidance System (TCAS) [160].

Another category of aircrafts systems that have been proved in practice to
induce serious security risks are the In-Flight Entertainment (IFE) systems.
IFE have evolved to sophisticated seat-back computers that provide Internet
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connectivity to passengers’ smartphones or tablets and other services such as
stream content, interactive maps and surround-sound audio.

7.1.4 Maritime surface vessel and port control systems

Maritime control and navigation systems include the Automatic Identification
System (AIS), the Vessel Traffic Service (VTS), and the Electronic Chart Dis-
play Information System (ECDIS) [161,162]. The interconnection of all these
control systems creates a port-specific SCADA system. AIS is an automatic
tracking system mainly used for collision avoidance. It transmits safety related
information like course, speed, type of vessel, type of cargo, at-anchor or under-
way status. VTS is a marine traffic monitoring system, similar those used in
airports, established by port authorities. ECDIS is a navigational chart display
that receives data by other control systems, (AIS, GPS, and radars), to allow
an officer on deck to navigate the ship. At the port side, the Port Management
System (PMS) has a central role; it receives information from the Terminal
Operating System (TOS), essential for supply chain management. TOS moni-
tors the location of containers and handling equipment (cranes) through Optical
Character Recognition (OCR), Radio Frequency Identification Devices (RFIDs)
and GPS systems.

7.2 loT-enabled attacks on ITS systems

We analyze IoT-enabled attacks for all the transportation subsectors.

7.2.1 Attacks on smart cars and traffic control infrastructures

Preliminary works [165] demonstrated a plethora of attacks against the CAN
bus. By injecting crafted messages to the bus, it is possible to control the
display of the speedometer, kill the engine or the car brakes. Miller and Valasek
[29, 59] provided detailed analysis of the CAN bus vulnerabilities. However,
these attacks required physical tampering of the target vehicle and thus cannot
be considered as typical examples of attacks that exploit some IoT technology
(e.g. sensors or other interconnected devices).

As described bellow, IoT-enabled attacks against smart cars can be catego-
rized to: (i) Attacks that exploit radio communication protocols used in smart
car communications (such as LAN, DAB and WiFi); (ii) attacks that exploit vul-
nerabilities of car infotainment systems; and (iii) attacks based on manipulating
sensor IoT technologies. In Table 4 we describe in detail the most characteristic
attack vectors and we assess them based on realistic scenarios.

Attacks based on radio communications In [147] a remote attack based
on low-cost radio equipment is described. The attack requires physical prox-
imity to the car. Using a $15 radio transmitter, a nearby attacker can exploit
CAN network vulnerabilities and software vulnerabilities, to connect and send
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commands to the CAN bus. In [145] a similar attack shows that it is possible
to extend the distance of the attacker from the target vehicle, by setting up
a bogus radio station through which the attacker sends crafted Digital Audio
Broadcast (DAB) messages in order to compromise the infotainment system of
the car. Since the infotainment system is directly connected to the CAN bus,
the attacker can remotely control a car, provided that the car’s infotainment
system is tuned to the bogus station. A similar attack that is based on ma-
nipulating the Bluetooth or the telematics unit can be found in [166]. In [146]
another PoC attack is demonstrated by professional penetration testers, that
is based on vulnerabilities of WiFi connectivity. They discovered that the mo-
bile application used to remotely control several car operations in a specific car
model, was using the car’s WiF1i access point, instead of a GSM module. Then,
by cracking the (weak) WiFi password and replaying messages from the mobile
application, they succeeded to inject modified commands and control various car
systems. In general, the attacks of this category either require that the attacker
has some physical proximity to the target (in the cases of LAN and Bluetooth
protocols) — and in that sense we characterize the attacker as an “insider” in
our assessment — or that the target car has some specific configuration (in the
cases of DAB and WiFi protocols).

Attacks based on car infotainment systems Vulnerabilities in the info-
tainment system have also been exploited in Internet-connected cars (the attack
of [145] already described above, also belongs to this category). In [56] Miller
and Valasek demonstrated how it is possible to remotely hack a car (jeep Chero-
kee) by abusing its infotainment system. Initially the researchers discovered an
open port in cellular network used by Harman Uconnect infotainment system
designed to offer Wi-Fi connectivity, navigation, and several applications. Using
the open port they remotely scanned the software and discovered and exploited
vulnerabilities in the OMAP chip of the head unit. Then, using the Secure Shell
(SSH) service they enabled remote Command Line Interface (CLI) and compro-
mised the U-connect infotainment system. Since the infotainment was directly
connected to the CAN, they were able to flash a modified CAN firmware to
remotely control the car. Scanning the network revealed 2,695 connected vul-
nerable vehicles with their initial projected estimations to put the total number
to be somewhere between 292,000 and 471,000. After the hack received public-
ity [167] the car manufacturer was forced to recall 1.4 million vehicles [168] in
order to patch the vulnerability. Infotainment system vulnerabilities, especially
when combined with network layer vulnerabilities can cause significant dam-
age, since a remote attacker can launch multiple attacks concurrently against
vulnerable vehicles thus having a huge potential effect on transportation infras-
tructure.

Attacks based on car sensors Autonomous Driving Systems rely on sensor
readings in order to continuously provide data to systems like the ACC, colli-
sion avoidance or lane keeping assist system. All these systems require extended
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wireless connectivity, leading to an increased exposure to remote attacks or sys-
tem failures. The first known death caused by a self-driving car was disclosed by
Tesla Motors [169]; due to a system failure the car’s sensors failed to distinguish
a large white 18-wheel truck and trailer crossing the highway.

Verified attacks in this category include [143,144]. In [143] a low-cost laser is
used to “blind” the camera of the target car. Then by exploiting the lack of au-
thentication in Light Detection And Ranging (LIDAR) messages, older messages
are replayed to produce false artifacts and confuse the system. A similar PoC is
presented in [144]. These attacks demonstrate that the wireless intelligent sup-
port systems of modern cars need further security assessment. Other attacks,
such as relay station and amplification attacks, demonstrate weaknesses in the
Remote Keyless Entry (RKE) systems [170]. Although the above attacks require
physical proximity to directly attack sensors’ communications at the data-link
layer, we must bear in mind that the control is gradually being taken away from
the driver and placed under the supervision of embedded autonomous control
systems in order to automate the driving process. Therefore, protecting car
sensors from Internet adversaries should also be considered in the near-future
threat landscape.

Attacks on traffic control infrastructures PoC attacks against IoT-enabled
traffic control infrastructures have been recently demonstrated [163,164]. These
attacks are mainly due to vulnerabilities in the radio communications of traffic
control systems. In [163] the feasibility of various attacks against real on-road
wireless sensors and repeaters was proved for first time. These attacks are due
to vulnerabilities in the link-layer radio communications. By creating a portable
access point with off-the-shelf hardware and by eavesdropping the messages and
then injecting unauthenticated commands to the ITS network, the researcher
was able to adjust traffic control systems that could be used to cause traffic
jams, and accidents and block emergency services. The most warring evidence
is that the attack can be amplified by using a self-spreading firmware update,
in order to compromise a large number of sensors and repeaters that are in-
stalled in many countries world-wide. Another study [164] showed that with
the appropriate radio equipment, an adversary could take control of the traffic
infrastructure thus enabling DoS attacks, cripple the traffic flow in a city, or
cause congestion at intersections by modifying light timings.

Apart from smart cars, loT-enabled attacks can be found in all other trans-
portation sub-sectors. In the following paragraphs we summarize these attacks,
while Table 5 presents an analysis of the related attack vectors.

7.2.2 Attacks on railway control systems

Real incidents against train control systems, such as [180-183], come as warning
for the worst case scenarios to become true if proper actions are not taken.
Verified IoT-enabled attacks against railway systems include: (i) Direct attacks
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on connected railway SCADA systems and (ii) subliminal attacks that are based
on manipulating non-critical passenger information systems.

Attacks against IoT-enabled railway SCADA systems In [171] (see also
[184]) a research team named SCADA Strangelove, presented the results of their
3-year assessment on actual SCADA train control systems, utilized be many
train operators. They found a number of high-level security and safety issues.
First, some digital train switches need constantly Internet access to operate. In
addition to that, computer-based interlocking systems where installed in places
with poor physical security using outdated and discontinued operating systems
(like Windows XP/2000). Furthermore, various network-layer vulnerabilities
were found including weak authentication schemes, lack of encryption, integrity
and authorization controls as well as design and embedded vulnerabilities, such
as internal architecture design issues, port access rules, password policies and
more.

Through Shodan search engine, they discovered publicly accessible network
equipment in mission critical systems with default passwords. A security anal-
ysis in communication channels such as GSM-R SIM cards used in Germany,
revealed that an adversary with low-cost, off-the-shelf equipment could jam the
GSM communications of a moving train thus forcing it to a complete halt.
Modems, used to connect train systems and services to the Internet through
cellular network, were found to be susceptible to attacks such as the ones de-
scribed in [185]. By initiating a firmware Over-The-Air (OTA) update an ad-
versary could compromise the modem as well as the connected host machine,
thus enabling the remote control of mission critical systems of the train.

Attacks based on passenger information systems A recent security anal-
ysis on urban railway systems [172] showed that even attacks against non-
critical systems may have severe consequences, due to subliminal (hidden) cyber-
physical attack paths. For example, compromised PID systems of railway sta-
tions may be used to amplify the impact of a physical attack. Since PID systems
send real-time data to mobile users, an adversary that has compromised the PID
system may inject fake arrival times to overcrowd train platforms. Then, in a
worst-case scenario, terrorists could launch a bombing attack on the targeted
platforms with severe consequences. Such combined cyber-physical attacks, that
abuse IoT systems, may prove to be critical despite the fact that the exploited
ToT system/service (e.g. PID) is not connected to a mission critical system. Al-
though in a particular attack scenario [172] physical access to the PID system
is required, an adversary could potentially triggered the attack from a remote
location by exploiting direct/indirect attack paths to the PID server. Attacks
that belong to this category point out the difficulty in identifying high risk,
subliminal attack paths when IoT-enabling technologies are used alongside with
traditional cyber-physical systems and services.

Entertainment/infotainment systems, IP surveillance cameras and wireless
access points may also induce serious risk in railway transportation systems
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when they operate without proper network segmentation. A security analy-
sis [171] concerning devices used in railway communication systems from various
vendors revealed hardcoded private SSL keys embedded in their firmware. Other
attack scenarios described in [172] with potentially severe consequences, include
manipulation of data from installed sensors in the train odometry system, gain-
ing access to the signaling network and jamming or manipulating commands
through fake wireless transmitters.

7.2.3 IoT-enabled attacks on aircrafts

Airplanes and air traffic control systems are complex, sophisticated and highly
interconnected systems that are subject to various security threats. Recent cy-
ber attacks that have been reported, include shutting down passport control
systems [186] and causing DoS to systems used to issue flight plans [187]. Al-
though the aforementioned attacks cannot be classified as IoT-enabled, recent
incidents have demonstrated the risk of integrating IoT technologies in aircrafts
and air navigation systems. IoT components like air navigation and ground
control systems are indirectly connected with phenomenically less important
systems, that may enable hackers to gain unauthorized remote access to crit-
ical components. Examples of IoT-enabled attacks in this sector include: (i)
Attacks based on vulnerabilities of wireless air traffic surveillance systems and
(ii) attacks that exploit vulnerabilities of IFE systems.

Attacks based on aircraft electronic navigation systems In [173-175]
PoC attacks against the ADS-B system of airplanes are presented. A series of
such attacks, that inject bogus messages in the ADS-B network by first eaves-
dropping unencrypted and unauthenticated communications, were presented
in [173]. In a similar work [174] it was claimed that it is possible to take
control of the Honeywell NZ-2000 Flight Management System (FMS), through
an Android application called PlaneSploit. This PoC attack utilized simulation
software and parts that are used to control an airplane available on eBay. Using
the Android application and ADS-B and ACARS systems the researcher was
able to inject bogus messages to FMS system and take full control of the air-
plane. The Federal Aviation Administration (FAA), however, stated that this
attack could not be actually realized, since, the hardware used in the demo
attack were not identical to the ones used in real airplanes. A later work [175]
analyzed an aircraft’s control systems and suggested that ACARS and ADS-
B systems are vulnerable to attacks that could potentially affect the autopilot
operation, but could not allow a remote attacker to effectively take over the
critical navigation systems.

Attacks based on vulnerable In-Flight Entertainment (IFE) systems.
In [176] a security expert demonstrated a series of attacks that exploit vul-
nerabilities of the IFE system in order to hijack several mission critical plane
subsystems. This demo attack revealed vulnerabilities of the widely used Pana-
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sonic Avionics IFE system and was based in real data collected by the researcher
while he was in flight. Using an exposed USB port the researcher managed to
retrieve debug information which then used to discover on-line publicly avail-
able firmware updates for multiple airline companies. After some information
gathering and reverse engineering, the researcher could finally connect with a
USB keyboard to the IFE system and commence attacks. He managed to bypass
credit card check, have arbitrary file access as well as perform SQL injections
and gain access to credit card details and personal information. Other fea-
sible attack scenarios included flight information spoofing (altitude or speed),
introduction of bogus route messages on the interactive map, or tampering the
CrewApp unit that controls the public address system, lighting and actuators.
In a worst-case scenario in which the vulnerable IFE system is indirectly con-
nected to airplane’s mission critical control systems, a terrorist could hijack the
aircraft from a passenger’s seat with devastating consequences.

7.2.4 Attacks on maritime surface vessels

Published incidents against maritime cyber systems that are not IoT-specific
can be found in [188,189]. Again, we will categorize IoT-enabled attacks in this
sub-sector.

Attacks on maritime electronic navigation systems and Internet ser-
vices In [177] attacks against the AIS of existing vessels were presented. In
particular by using MiTM attacks, an adversary could hijack and take over AIS
communications, tamper with the major online tracking providers and eventu-
ally spoof the position of the vessel. Global Navigation Satellite System (GNSS)
signals are used even for vessels actively piloted by human operators. But as
surface crafts become more autonomous, autopilot systems and dynamic posi-
tioning systems are designed under the assumption that GNSS signals are usu-
ally available and trustworthy. In a PoC attack presented in [190] researchers
from University of Texas managed to deviate a maritime surface vessel from
its original course, by broadcasting counterfeit civil GPS signals. In order to
remain covert, the spoofed signals were slightly altered.

By using search engines like Shodan, a security company named PenTest-
Partners [191] discovered vulnerable web interfaces of ship’s mission critical
systems (e.g. electronic navigation systems). Most of them used weak default
passwords, allowed unencrypted HTTP connection without enforcing standard
SSL/TLS security and/or were vulnerable to known web attacks like SQL in-
jection. Various attack scenarios include remotely exploitation of several IT
systems of the ship in order to reveal sensitive information about the ship or
the crew and even take control over the ship.

Other vulnerabilities found, include a vulnerable on-board mail client (named
AmosConnect by Immarsat Solutions) [178], that could allow unauthenticated
attackers to perform blind SQL injection and recover usernames and passwords.
Then, with the use of the retrieved credentials, an adversary can remotely exe-
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cute arbitrary commands with system privileges on the remote system by abus-
ing the Task Manager of the mail client.

Attacks on IoT-enabled Port Management Systems (PMS) and field
devices The number of containers shipped world wide have increased over
200% from 1996 to 2014. In a recent study [179] security researchers present an
exhaustive analysis of threats and attacks scenarios that include the entire sup-
ply chain management such as attacks on Internet-connected port’s systems,
field devices (OTS, OCR, RFIDs), PLCs and motors that are found mainly
installed in yard cranes (ICSA-16-348-05B). In a real attack incident [11], an
international drug dealer group used hacking techniques that involved the ex-
ploitation of the IT systems and services that controlled the movement and
location of containers, in order to illicitly transfer drugs through the port of
Antwerp over a two year period.
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Figure 8: A general architecture of near-patient and in-hospital IoT devices and
relevant ToT-enabled attacks. As in the previous sectors, the placement of the
adversary inside the perimeter implies nearby attacks, whereas if the adversary is
placed outside the perimeter then the attack can be triggered remotely. Attacks
where the adversary is placed at the border imply that this category involves
both nearby and remote attack scenarios.

8 E-health and medical IoT systems

Near-patient and in-hospital IoT technologies have been used in e-health services
to provide timely monitoring of clinical events, reduce routine patient follow-up
and transportation costs and increase patient’s quality of life. First we provide
a brief description of the medical IoT technologies and then we will review IoT-
enabled attacks in the medical sector. Figure 8 describes a general architecture
of the medical IoT ecosystem as well as a high-level description of the relevant
IoT-enabled attacks. A description of the attack vectors and an assessment of
these attacks is provided in Table 6.
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8.1 Architecture of medical IoT systems

Medical IoT devices can be categorized to active and passive. Active Medical
Devices (AMD) directly interact with a patient in order to dynamically adjust a
medical treatment. Examples of AMDs are Implantable Medical Devices (IMDs)
(e.g. heart defibrillators) and Wearable Medical Devices (WMDs) - (e.g. insulin
pumps) [192]. These are basically near-patient technologies, although they can
also be used during in-hospital treatment. Other AMD technologies can only
reside inside hospitals, such as radiation oncology systems. Passive Medical
Devices (PMDs) monitor, gather and report data related with the patient’s
physical condition to medical IT systems. Again those devices may reside in-
side the hospital (e.g. a smart clinical bed) or near the patient (e.g. a home
monitoring device).

8.1.1 Near-patient medical IoT

IMDs and WMDs are the most common near-patient active IoT technolo-
gies [193]. Programmable IMDs consist of a battery-powered embedded device
that is surgically implanted under a patient’s skin. Via radio communications
IMDs provide continuous and real-time diagnosis and treatment for patients
outside the hospital, such as monitoring long-term diseases and treating pa-
tients with automatic therapies. Instances of wireless re-programmable IMDs
are smart pacemakers, neurostimulators, and implantable drug pumps [194].
Likewise, latest versions of Implantable Cardioverter Defibrillators (ICDs) sup-
port wireless communications for both device re-programming, through an ex-
ternal device operated by a physician and remote patient monitoring [195]. A
home monitoring device may be used to collect patient data through wireless
interfaces and transmit them via the Internet to healthcare specialists. A simi-
lar but less complicated architecture is used for WMDs, such as mobile insulin
pumps that use a Continuous Glucose Monitor (CGM) device to monitor and
adjust the sugar level in the, blood of diabetic patients [196]. A wireless inter-
face that utilizes proprietary network protocols (e.g. 916.50 MHz with On-Off-
Keying modulation) is used to configure device settings [70].

IMDs communicate by utilizing two wireless communication channels. Short-
range channels (up to 5cm) are used to program the IMD through the physician’s
programming device, while “long”-range ones (up to 5m) are used to communi-
cate with a home monitoring device [197]. The WMDs utilize a single wireless
communication channel having a broader range, up to 60m, based on the find-
ings of recent attacks [70]. The locally collected data may then be transmitted
through an IP patient’s monitoring network, to be stored and processed by
back-end hospital IT systems.

8.1.2 In-hospital IoT devices

At the hospital premises, Electronic Medical/Health Record (EMR/EHR) sys-
tems are critical I'T systems that store and process health data collected through
various sources. Although EMR/EHR systems are not typical IoT systems, they

44



communicate and interact with various IoT-enabled systems. A typical exam-
ple is the external patients’ monitoring networks that provide real-time medical
data to healthcare providers in order for them to be able to react promptly to
emergencies.

In addition, EMR/EHR systems also communicate with various in-hospital
IoT-enabled AMDs. Modern medical instruments that used to be isolated, are
now equipped with communication capabilities. For example, oncology radia-
tion or flouroscopy systems are considered to be AMDs that are now able to ex-
change sensitive data with EMR/EHR systems. These devices are under strict
technical specifications and manufacturer restrictions that prevent the hospi-
tal’s IT security stuff to examine the device for vulnerabilities or install A/V
software. Furthermore, in most cases, such devices come with rich networking
capabilities while running on outdated and unpatched software which results in
a increase on their exposure to security threats. In many real incidents, the use
of outdated operating systems in medical devices or in Internet-connected in-
hospital IT systems, act as an enabler for the cyber criminals (e.g. to introduce
ransomware [198] or steal EMR/EHR data).

In-hospital interconnected smart PMDs, such as patient monitoring systems
(e.g. smart clinical beds), can also be used as entry point in order to pivot to
critical EMR/EHR systems since they suffer from the same vulnerabilities such
as AMDs. Informational in-hospital kiosks also introduce risks; although they
do not fall into the PMDs/AMDs categories, in most cases they are connected to
the hospital’s internal networks thus creating hard-to-detect, subliminal attack
paths towards hospital’s critical IT systems.

8.2 IoT-enabled attacks on medical systems

Attacks on ToT-enabled medical equipment, IT systems and services may in-
clude, among others: treatment denial or modification, device functionality mis-
use/abuse (e.g. to deliberately increase the radiation level of an X-ray device
or to induce an electric shock to a patient’s heart through a heart defibrillator),
patient’s EMR extraction/modification, medicine loss/destruction, medicine/or-
gan/blood inventory list alternation, surgery schedule alternation, report of false
information/medical events, medical event/information concealment, DoS at-
tacks (e.g. battery exhaustion) (x) patient’s physical sample(s) loss/destruction,
climate controlled transport/storage environment alternation and many more.
Bellow, we describe IoT-enabled attacks on medical devices/systems, while in
Table 6 we present an assessment of these attacks based on realistic scenarios.

8.2.1 Attacks on near-patient medical IoT devices

These attacks are based on vulnerabilities of: (i) the IMD/WMD devices or (ii)
the patient’s home monitoring network [199]. The impact of such attacks may
be high, since motivated cyber criminals may physically harm patients from a
short distance or steal health data. Recently the ICS-CERT issued an advisory
(ICSMA-17-241-01) for Abbott Laboratories’ pacemakers which affects, only in
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the US, approximately 65,000 patients. According to the advisory, patients must
visit their doctors in order to update the embedded firmware due to security
reasons [200].

Attacks based on IMD/WMD devices The security of wearable and
implantable medical devices has been studied in various works in the past
[201-206]. Here, we examine some characteristic examples that demonstrate
IoT-enabled attack scenarios that usually exploit the short and/or the long-
range proprietary IoT communication protocols of the devices in order to in-
ject commands, leak data, brick the devices or introduce spoofed network mes-
sages [70,197,207].

Halperin et al. [207] presented a security analysis of such devices on commu-
nication protocols, physical tampering and reverse-engineering techniques to the
radio frequency modulation schemes used in short-range proprietary protocols.
Due to the lack of cryptographic protection and tamper resistance mechanisms
they were able to extract, modify and reinstall a modified firmware image in
order to take control of the device from a short distance. Universal Software
Radio Peripheral (USRP) and open-source radio libraries were used in order to
eavesdrop and examine the (unencrypted) low-range communications between
the ICD and its programming device. Finally, an attack scenario was demon-
strated in which a nearby attacker could intercept patient data and inject bogus
messages to modify the preconfigured therapy.

A similar security assessment was presented by Marin et al. [197] in a black-
box analysis on an ICD. They demonstrated that attacks, which have been
presented by security researchers in the past [207], were still possible. Through
reverse engineering techniques on the proprietary network protocols, they man-
aged to perform passive/active eavesdropping, spoofing and replaying attacks
as well as to exploit the functionality of the short-range via the long-range com-
munication protocol. This enabled them to extend the radius of the attack
from a few centimeters up to 5 meters. Using inexpensive equipment, the re-
searchers were able to drain the ICD’s battery (DoS), recover sensitive patient
data (e.g. patient’s name or medical history), track, locate or identify patients
via ICD’s serial number and even send arbitrary commands (spoofing attacks)
to the device.

In [70] Radcliffe presented PoC attacks on WMDs, such as insulin pumps.
The author demonstrated that through signal jamming, an attacker could launch
replay attacks and send falsified readings of glucose levels to the device, or use
a wireless peripheral device to change the configuration settings of a insulin
pump with potential deadly effects on the patient. As described in the previous
scenario, an attack could be launched using cheap and easy to find equipment
from a distance up to 60 meters.

Attacks based on patient monitoring networks Rios and Butts, from
WhiteScope security company, performed an exhaustive security evaluation
[199] of patient home network devices, such as physician programming and home
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monitoring devices of four major ICD vendors. The security evaluation revealed
a large number of potential security risks stemming from underlying protocols
of the subsystem communications, hardware and embedded software. In par-
ticular, the commercial microprocessors used in most devices were found to be
susceptible to reverse engineering due to their open chip architecture and in-
struction coding. Most devices were found to have at least one easily accessible
embedded debug port (JTAG, UART, USB or serial), from which, extraction
of the firmware and privileged access to the device were possible. Furthermore,
there was a lack of well established anti-reverse engineering techniques, such as
firmware packing, code obfuscation and data encryption. Moreover, no authen-
tication or control for digitally signed firmware mechanisms were found during
the updating process of an OTA update. In addition, several bad practices were
discovered that can potentially help an attacker to compromise the device: Use
of ASCII text for function names and release versions, clear-text hardcoded cre-
dentials on home monitoring devices, hardcoded infrastructure data (e.g. phone
numbers and IP addresses of the authentication servers), unencrypted sensitive
patient data (patient names, physicians, phone numbers, social security num-
bers and treatment data) on the programmer’s hard drive as well as extended
use of third-party outdated SW libraries. Notably, over 3,700 known vulnera-
bilities were discovered in the embedded software of the physician programming
devices under evaluation.

Although the study of [199] does not describe any actual PoC attack, it lists
numerous vulnerabilities that have been verified on real devices. By exploiting
these vulnerabilities, an adversary may compromise any vulnerable patient net-
work device remotely as described in the corresponding attack vector of Table
6.

8.2.2 Attacks on in-hospital IoT devices

Real cyber attacks against hospitals, such as [198,209], have increased by 63%
during 2016 [210]. Here, we focus on those attacks that rely on IoT technologies
within hospital facilities. These attacks are based on vulnerabilities of either
in-hospital medical IoT devices (both passive and active) [57,208], or other non-
medical IoT devices that may reside within hospital premises [57]. Usually, the
adversary uses such vulnerable IoT devices as a point-of-entry, in order to pivot
and attack other critical EHR/EMR systems that have some indirect connec-
tion with the vulnerable IoT devices. In particular, successful attacks against
in-hospital IoT devices may be used as “building blocks” of a broader attack.
Exploiting in-hospital IoT devices, an adversary may deny critical medical ser-
vices by launching ransomware campaigns or exfiltrate sensitive medical data
with severe consequences.

Attacks based on clinical IoT devices A technical report released by
TrapX Research Labs [208] based on in-depth security assessments, revealed
real attacks that took place in three hospitals. The assessors installed within
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the hospitals’ facilities a custom-made software called DeceptionGrid that em-
ulates medical devices (Virtual Medical Devices — VMDs) in order to attract,
trap, and engage attacker software tools. Then, a custom security platform was
used to monitor malicious activities in the hospitals’ network and reveal poten-
tially hidden attacks. In a relatively short time period after the deployment of
the VMDs, they documented various attacks that occurred.

In the first hospital one VMD was attacked by a variant of an old worm
(MS08-067), which had been repackaged and embedded in a sophisticated way to
avoid being detected by any anti-virus software. Since it is common that actual
medical devices run outdated operating systems, such as Windows XP and 7,
the assessors concluded that the attack had also affected other real in-hospital
medical IoT devices. The researchers were able to track the malware back
to its source to discover that it had originated from a compromised radiation
oncology system running Windows XP. Four VMDs in separate networks also
raised alerts. Tracking back the malware indicated a compromised fluoroscopy
workstation.

In the second hospital, the introduced VMDs were installed on all inter-
nal networks and servers within a Picture Archive and Communication System
(PACS) [211] used to exchange medical data between devices, such as X-ray,
Computed Tomography (CT-scan) and Magnetic Resonance Imaging (MRI).
After one day the VMDs captured malicious activity that originated from a
compromised medical device (MRI), resided in a different network segment.
The back-door used by the malware included a sophisticated worm, able to
move between different segments of the network and communicate to a C&C
server of an external botnet. After analyzing the malware it became clear that
the attackers’ main target were upatched Windows 7 and outdated Windows
XP OS that allowed them to upload a Remote Access Trojan (RAT) in order
to download sophisticated malicious software. The compromised MRI was in-
stalled within urgent care and the remediation process took several weeks since
the infected device had to be replaced by a new one.

Finally, in the third hospital an attack, which originated from an X-ray
device running again an outdated operating system (Windows NT), occurred
within 20 minutes after the deception grid was installed. The malware was a
computer worm [212] and the hospital’s IT stuff had no knowledge of its ex-
istence. As in previous cases, the attackers used wrappers with sophisticated
package techniques, able to bypass up-to-date antivirus software, whereas the
actual payload targeted vulnerabilities that exist only in upatched/discontinued
versions of operating systems. In all cases, the IT stuff of the healthcare institu-
tions were unaware that malicious activity had been occurred in their internal
networks.

Independent Security Evaluators conducted a two-year security assessment
[57] that included PoC attacks on twelve healthcare facilities with AMDs/PMDs.
In some attack scenarios, vulnerable web applications, that were also connected
to the internal hospital network, were used as a initial point-of-entry: Pivoting
through the unprotected corporate network the attackers compromised active
and passive medical devices in order to achieve their initial goal and retrieve
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sensitive patient data. In another PoC attack scenario [57], vulnerable PMDs
were used in order to disrupt various in-hospital operations. In this attack vec-
tor, the first step was to compromise a web server in order to get initial access
to the internal network of the hospital. Then, using network scanning/pivoting
techniques vulnerable PMDs were discovered (in this case patient monitors) on
various network segments. Finally, after bypassing their authentication mech-
anisms, they were able to launch a series of attacks, such as enable fake sound
alarms or display incorrect patient vital information. The potential impact of
such attacks could be very high, since they could be used to affect the treatment
received by patients inside hospitals. The assessment revealed that the majority
of the PMDs examined were vulnerable and easy to exploit with.

Attacks based on informational IoT devices Another PoC attack sce-
nario [57] demonstrated that non-medical IoT devices connected in the hospital
network, may also enable attacks affecting important medical services. This
attack was based on a vulnerable vendor information kiosk located inside the
hospital’s premises that was connected to the hospital’s internal network. The
first step was to bypass access security controls in order to gain physical access to
the kiosk. Then, by exploiting software vulnerabilities, the attackers were able
to compromise the kiosk and scan the internal network, since, the device was
not on a restricted network zone. They located numerous mobile computer sta-
tions in emergency and hospital rooms, one of which, was vulnerable. From the
compromised computer the attackers gained access to the medicine and blood-
work barcode scanning device [213]. Through these systems one could view
patients’ personal data and control the results of the barcode scanning device.
In a worst case scenario, this attack could be used to modify patient’s therapy
by printing falsified labels, contaminating blood samples and/or administer an
inappropriate treatment.

9 Smart Home and automation IoT systems
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Figure 9: Architecture of home/automation IoT ecosystem.
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Home automation IoT technologies allow users to remotely manage, control
and interact with home appliances through their mobile devices, for example,
to remotely adjust their air condition, schedule their TV recorder, or moni-
tor their home surveillance system status [214]. Being affordable and readily
available to consumers, home automation IoT devices are very popular, by far
outreaching all other IoT sectors. Typical devices include smart thermostats,
energy management devices, light bulbs, security alarms, locks, smoke detec-
tors, surveillance cameras, home appliances (e.g. smart fridges, coffee makers),
entertainment systems (smart TVs and set-top boxes) and smart office devices
like printers. Notably, most of the aforementioned home automation systems,
are not used only in residential environments, but may also be installed inside
critical infrastructure premises, such as factories, hospitals, military, govern-
ment, financial and transportation facilities. In many occasions many smart
home systems are able to interact directly/indirectly with critical infrastruc-
tures’ components, e.g. in the case of smart meters [126,127,139,140].

9.1 Smart home/automation IoT architecture

Home IoT devices use various protocols to communicate with each other and/or
with the Internet, as briefly described in Figure 9. With the absence of a single
standard protocol and architecture, many different wired (e.g. Ethernet, Pow-
erline), and more usually wireless (e.g. WiFi, Z-Wave, ZigBee and Bluetooth)
technologies are used [215,216].

Some home devices, such as smart TVs, printers or IP cameras, are usually
directly connected to the home router via WiFi connection. On the other hand,
resource constrained devices such as smart light bulbs or temperature sensors,
usually access the Internet via a low-energy wireless communication interface.
Because the IEEE 802.15.4x [217] is suitable for low-rate wireless personal area
networks (WPANS), it is used as the basis for higher-layer protocols, such as
Zigbee, 6LoWPan (IPv6 over Low-Power WPAN) or CoAP [42]. ZigBee is a
popular low-power wireless mesh networking standard built on top of IEEE
802.15.4. 6LoWPAN [43] is an adaptation layer protocol allowing to transport
IPv6 packets over 802.15.4 links, whereas CoAP [42] is an application layer
protocol designed to support easy web integration through an HTTP interface.
Only same-profile Zigbee devices can communicate with each other, while bridg-
ing between ZigBee and non-ZigBee networks requires a complex IP conversion
process. On the contrary, 6LoOWPAN offers interoperability with other 802.15.4
devices as well as with devices on any other IP network via a simple bridging
device.

Choosing the most appropriate network architecture for an IoT-enabled au-
tomation system should take into consideration various criteria, such as device
type, cost, power supply and consumption, interoperability, range and band-
width. For example, Bluetooth, WiFi, ZigBee Light Link (ZLL) Touchlink
and Z-Wave are considered to be some of the most prominent wireless network
technologies available today for smart lighting applications. ZLL [218] is an
industry standard aiming to increase the interoperability between lighting and
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control products. The ZLL Touchlink protocol allows smart LEDs and control
systems to establish WPANs. To secure their communication, ZLL is based on a
common ZLL master key, embedded in all ZLL certified devices. Unsurprisingly,
the master key was leaked during 2015 [219].

Outside the home network, the users can remotely interact and control these
devices, either by directly connecting to the them through a web interface, or
through cloud services that enable users to control their devices via smartphone
applications provided by the vendors.

9.2 Attacks on smart home/automation IoT systems

Compromlsed home/automallon loT installed in critical pvemxses ‘\ /' Compromised home loT devices installed in non-critical facilities ‘\\
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Figure 10: Attacks based on smart home devices. Such attacks may be triggered
either by devices that are physically installed near critical systems or by devices
installed in non-critical facilities. In the second case a large number of vulnerable
IoT devices are used to amplify the consequences of the attack

Based on an analysis of 50 actual home IoT devices, Symantec reported in
2015 [220] a list of common vulnerabilities found in smart home appliances.
These included weak authentication schemes (e.g. use of weak embedded pass-
words without even applying “lock out” policies), unauthenticated firmware
update process and the use of unencrypted communications. In addition, vari-
ous web vulnerabilities were found in many of the applications used to remotely
control the devices, or in the relative IoT cloud platforms.

Numerous security researchers [221-225] have discovered security flaws in
various wireless protocols used in home IoT devices such as WiFi, ZigBee and
Z-Wave. For example O’ Flynn et al. [221] presented pulse denial DoS at-
tacks (i.e. block the entire RF spectrum by sending pulses to all channels),
node-specific DoS (i.e. detecting and jamming a target node) and interception
MiTM attacks (i.e. intercept network traffic and selectively jam communica-
tions between nodes to spoof targeted messages) in IEEE 802.15.4 networks.

In a recent disclosure [226] security researchers have revealed a list of de-
fault login credentials that correspond to a large number of home routers and
more than 1,700 IoT devices. The latter used on just 144 unique username-
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password pairs for their telnet services authentication. In their latest report
about botnets (e.g. Mirai), that mainly consist of home IoT devices, based on
real data collected between January and June 2017, F5 Labs [71] discovered a
massive (280%) increase of telnet-based attacks against IoT devices. Intuitively,
attacks on IoT devices installed in home environment seem less important than
attacks on IoT devices that are used in critical sectors, such as smart grids,
transportation or hospitals. Note, however, that automation devices used in
smart homes may also be installed in the premises of critical infrastructures
(e.g. a smart thermostat installed in a data center, or smart lamps installed in
a hospital). Although they are only used for secondary and supporting opera-
tions, their physical prorimity with critical systems, may trigger indirect attack
paths. Even when they are installed in non-critical, home environment, they
can still be used to enable subliminal attacks that may result in high impact
(e.g. numerous Internet-connected home IoT devices controlled by botnets in a
DDoS attack against a mission critical system).

Bellow we will review real and verified attacks for both cases. Since devices
of this category are only used for supporting operations and not as part of a
critical control system, we will categorize the attacks based on their actual goal
and not based on the underlying system architecture as in the previous sectors.
Figure 10 provides an overview of possible attacks based on smart home devices
installed in both critical and non critical facilities.

9.2.1 Attacks based on devices installed in critical premises

Real and PoC attacks based on home/automation IoT devices installed in crit-
ical environments can be classified into the following categories as shown in
Figure 10: (i) Gain initial access, (ii) indirect disruption/denial of critical ser-
vices, (iii) data leakage, and (iv) system misuse/abuse attacks. These attacks
are usually accomplished by extending the functionality of the devices in un-
expected ways. In the following paragraphs we overview such attacks, while
in Table 7 we analyze the attack vectors and we assess the most characteristic
cases, based on real incidents or realistic scenarios.

Gain initial access to an internal network In [16] Chapman demonstrated
a series of attacks against WiFi enabled light bulbs. Initially, the firmware of
the device was extracted, by using an open source hardware JTAG debugger
called BusBlaster. Then, after reverse engineering the firmware, it was possible
to retrieve various credentials that were stored in plaintext (unencrypted) form.
One of these credentials was a pre-shared cryptographic key that was common
for all the lamps of the same model. The key was extracted with the help of a
free Advanced Encryption Standard (AES) decryption program. Having access
to this key, it was easy to decrypt the WiFi credentials and gain access to the
WiFi network that the smart light bulbs are connected to.

In another incident [227], a security expert managed to control various sys-
tems of a hotel, by connecting his tablet to an exposed Ethernet socket in his
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hotel room. Then, after some passive eavesdropping and with the use of a python
program available in Github he managed to remotely control the lights, turn
the TV on/off and move the curtains of his room. The lack of network security
mechanisms (e.g. proper network isolation, use of insecure network protocols -
Modbus over TCP) enabled him to seize control of both former and/or other
IoT-enabled systems throughout the hotel. Although, in this attack scenario,
an adversary needs to be inside hotel’s premises, she could potentially affect
other resident’s safety, violate their privacy, cause discomfort and/or accidents.

Indirect disruption/denial of critical services Fernades et al. [228] pre-
sented in BlackHat 2014 an attack scenario concerning an IoT-enabled thermo-
stat (Nest) that is designed to remotely control central air conditioning units
through the owner’s WiFi network. The device can also communicate with other
Nest devices via Zigbee and connect to the Nest cloud service to upload usage
statistics, that can be used by energy providers to improve energy efficiency. By
exploiting embedded communication interfaces and vulnerabilities in the boot
process, they managed to install their custom rootkit and Linux kernel, thus
ensuring persistence and remote control over the device even after a firmware
update. In a worst case scenario where a compromised smart thermostat is
installed in a critical infrastructure such as a data center room, a DoS attack
could be launched just by altering the room temperature which, in turn, would
force the servers to malfunction and/or shutdown.

Data leakage (covert channels) On March 2017, Wiki-Leaks published
documents that revealed a CIA project named Weeping Angel [229]. Based
on the leak, the program included various hacking capabilities that allowed
breaking into various devices connected to the Internet such as smart TVs and
smartphones. Of a particular interest for our case is the ability to use the
microphone of some smart TV models connected to the Internet, to create covert
channels. The document describes that it is possible to place a target TV in
a fake-off mode. Then, by having the owner to falsely believe that the smart
TV is off, the microphone can be used to record conversations in the room
and then send them over the Internet to a covert server. The attack exploited
several known and unknown software and network vulnerabilities. Obviously,
such attacks could be used by agencies or nation state adversaries to leak data
from very sensitive environments that host vulnerable smart TVs.

Ronen and Shamir [22] demonstrated various PoC attacks based on smart
LEDs. One of the attacks exploits the lack of encryption and integrity protection
in the communication between the controller and the smart LEDs in order to
create a covert channel. Since the controller’s API did not enforce input valida-
tion on the commands, the researchers were able to extend the functionality of
the device. Through a customized payload they were able to modify the PWM
(Pulse Width Modulation) signals, a function available for dimming the LEDs.
By controlling the PWM signals, the researchers were able to cause the bulbs
to produce an accurately timed, unnoticeable to human eye, increase/decrease
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in the brightness level (flickering). Then, by using a laptop, a light sensor, an
Arduino board and telescope, they managed to convert these slight brightness
changes into usable data from a distance up to 100 meters. Now consider the
following scenario: An adversary remotely controls a similar vulnerable smart
lighting system [15], indirectly connected (e.g. through the WiFi controller) to
a mission critical system which she has already compromised. By extending the
functionality of the light bulbs (flickering) she can then create a covert channel
and exfiltrate sensitive data, without being detected by any computer security
system.

System misuse/abuse attacks In the same work [22], Ronen and Shamir
describe a second attack scenario where an adversary could exploit LED flick-
ering in order to cause epileptic seizures. Strobes of light at specific frequency
ranges are known to affect people suffering from photosensitive epilepsy. In a
worst case scenario, a similar attack against numerous vulnerable smart lighting
systems, installed in hospitals and/or public places, could have a severe impact
on public confidence, safety and health.

9.2.2 Attacks based on devices installed in non-critical facilities

ToT devices, that are installed in non-critical facilities (e.g. homes, offices), may
still be used as an attack enabler. We classify these attacks into two categories
as shown in Figure 10: (i) Attacks that use a large number of home IoT devices
to amplify an attack against a critical system and (ii) attacks whose actual
target are home IoT devices, but at very large numbers. Table 8 provides a
detailed analysis of the attacks presented bellow.

Home IoT used as an amplifier This category usually includes DDoS at-
tacks that exploit the availability of many unsecured IoT devices to create a
botnet and amplify the attack against the actual target. In 2014, a security
service provider (Proofpoint), reported a cyberattack incident that involved
thousands of smart home devices [234]. The global attack campaign involved
more than 750,000 malicious email communications, typically sent in bursts of
100,000 three times per day, targeting enterprises and individuals worldwide.
The attack involved more than 100,000 everyday consumer gadgets such as
home-networking routers, connected multimedia centers, TVs and refrigerators.

Another incident was realized on October 2016 [12] [20]. A coordinated
DDoS attack against the DYN Domain Name System (DNS) service, at rate
that exceeded 600 Gbps, paralyzed the Internet. The attack prevented cus-
tomers from reaching more than 1,200 domains, including major domains like
Amazon, Twitter, GitHub, Spotify, PayPal, Verizon, and Comcast. The at-
tack originated from a botnet named Mirai [235] which included approximately
100,000 of infected IoT-enabled digital devices, such as home routers, surveil-
lance cameras and DVRs. The attack was implemented mainly based on “old-
fashioned” TCP SYN flood requests as well as subdomain attacks [236] that

96



N SPURIIIIOD pozIioy Sod 9100)
_J,v__z,:_‘m_w_%m__,ﬁ ! stoqumu ofae[ Aoy xoysewt Tz | swo ypafur o) Koy 19y wonoafur  puemImIod
J20mooSTp oS ostign | L IS 90D . up g (sewor | UOWWOD © Jo ) | -sewt TTZ (PONeR]) 98 T pue peliy ‘Soq oI
Mo e spuyye goq oassernr | LOL O SEAUNE g lofey Loty uSt Suong powsouy | [andu g T spepe  o[qewd o
wmipa T | puv spune soq oamssea | LT S 0 PO | oty syerspopy] 181H N o] ‘sopsng] st soure1y N J-1omr soureyy SpeE ofquuo 0}
U et SwsoApe uy | T [eon-ton poreonueINe) 4| NVJ-0mI 01  sofessout [0v010001d  oagSiz
—Apoouwos  oN ur paresug MOV pojoods  jaesup Sunordxg [geg)
L [ SAL Mews
AOTMIEIMIBIL O O 9OUOD | 1o v o7wp 1y oSuer ur eyep and | OIIBIUMA O} A0 L "€
‘c,_“_c,wm.womw_u%_ﬂ_%u, _WM__W nq JeEsI oota0p SAL olquiouma | -l JO uORHUES ON vore poyendod Josuop (00d
R " | 1ol om st spene [aofepy pouttojuy | [audup | qre ur oresuwos sdde punoss | © W eudis oqy opesedord oy | s
wnipajA Mo oSuer w s\ o[qemuma | - wnipaA ! ysig Suong . . L108) SAL Wews
! o jo 8wy oy ayesopory] | ‘epsmnQ)] | wer qessur oy | e i juomdmbo  Joys-oylgo  pue ol
L A ] ] 0] o o Soeq wona(ur puet (o) :ozweﬂam %T o o speny [z6g)
Apuormonion few Areswon | o es A . B e e : :
pe oy ‘omreuoos sty uy | ¥ N Aresioape Ty [PusIs AL, poyesd opear))
100p O JO WSRO
PO Ay [01yu0d KPjouwy ¢
(00uoy
wondsmone jo spuy , | SIPd) 100ppeq e uerd
dde yxews o[quiou s | P ddyjremg  eoratogqem
. stoqumu ofrer up suor S| oy 03 spuenmmon qoafuy f -
[UA O3 WO POLONUOIOA |y epacr oraop ojur eoaq oy | USRI POPOIPIRR] ! v ry (00d 9107)
we qegy sopoey (e oy | 1 IEER D o of , » - S| poyyero sonI[IqEIoumA
wngpopy | mmipopy | s sty oo | 170 000 | oot | B | g | ey | [Powom | fang | sddvvag BN | o1 s o o | ddu Joren 1o
weo ATestoApe o) ‘SO w_w . &_E ;...M“ 1ofepy] tourpy] oyeopory] | “aopsmQ) _.M_.:i:_ﬁﬂ“m mdur  porguesup) oo | DOSE S90180D 01
Jreuts ojqeroua - Auew - c7m ;E:..::v_u (s)ddyyrewmg ~Op S 10§PEIE O} I UoY0) uo - speny [pi]
Suonuos Aprowox Agg | i POROALAINO | yunyy o Jo gaed aoeidoy -7
£y oo
o8 pue pp juorp ddyjreug
oy ur peppoquia wresqQ) |
oy | 0019 T A0S 0033
Appatsseur oy oyesedordjpg 9
TIZ 0)sewn paxes| - b
(Sukpres ‘Buiaupres) oowey
vore pojel | SyI0MJOU XPCI 08 ! tATIpIEM) SoUe)
(s3pey3e oremmoMSIRT N ~s1p w0y oxesuwy oovdoy ¢
10/pite go(d) susis u1 ndod  fpsuop | wr DM jo e : E
S o | Stoqum ofxe] g v w (sooed Snq 3o oMot (0od
e %ue,mwis o | T oatmap oand 00w | grord sy v wol 0} 9o1A0p © 9010} pue | ‘9107) oremy
M E> prol dvut o wozsn 101 oy St spee s [aolepy s 5 [3a0dxgy [audan | ‘sowo) soowrd | o SV ooy ynapond  ssedsgr p | Sunedudoad-jpos woy
yStH RO | -t Apsuop o1 m:w :_o_w o jo e uStH zofepy] yStH wong “norq] “opisnQ)] | onuo wou up ousuo SV M/H foyg | S0 ® Busu ‘oouvistp
é%:.ﬂ;ﬁm :N_.:M?oiw,___ rengoe ot A1 porrEIsur APpia Axea,, souny A/H s omesmay ustg og| TOU sy grews
9108 81 pue (wogg 03 dn) | o ioe on 1w syyBI Jrews sd | : . jo roxuo ey, [e1]
oouelsIp Wy poroSSiyy ’ o . oresuLy
oquiouma | -wrey 03 Aseo M/ 4
oq wE) eI oY) PO ) E Sungesedoidjs  ojear) g
oLrewads sty Uy fon |
P——— T UL Lo
0 sisAeue yvaa/vdd osn 1
1owoq v oye o
) oy [o1ju0d Apjoury ¢
m pue o ooy | P T g e (00d ‘6/<102)
(Pwe S0aq) oanios | ey o oy 010> API0W | g 0 sonugaonn s 9000308 01 | quionetd i
BN © YRITR 01 10UI0q | 0 ‘AI00IPUI TaAD S, o adon | POV S9MOD | anton oo | UOWo9laE TOS Yoy spuent | (g, Jvws
wmy wmipopyy | ® jo aed s soorap postar | porownnion gou oxe | wmgpapy | PYOPON | BN puporg | ageiopo N ooy gaws | T PEOBE 1) 0 oke. spooway
PPN TPOINL | © §O 3o IAOp POSITIL | P 2 Jot ot PO | pezopopy] “ourpy] TPOINL | OVHOPOIN | e iapory] “4u0) 1w wonyey i APIOWRL T | oomap ooy
-oxduron osn fewr £IesIoA AOp ol AT OTOM mﬁfm: - v?vﬂ‘_ (weporg “62) owFuo | Jrews opyepr O
e oUy ‘OuRULdS SU) U | -A1}OOUUOD  ON] A swese | S *| \pvos v oy soorazes prre | sypeny 152062
joBrey Avw SOOTABD O[RIOUMA 9JEI0T T
seunInaq A ’
[oo0301d SN(T O} 'SIOAIOS (reoy
smot jo  sonsuejorrey) | SNA  SINACQ ot jsurese ‘9107) s091A9p 10T
405 10 S0S s Pepe  go pune g -
s s o | et o - B T R e
4stH PN @ f:,awo.v, fiy. .,__2_: f,_s;% Ew e e ‘aofepy] zouty] e s ‘oyesopoy] | “wpismo] mwafaﬂ%owa NS $oo1ARp pof(em | OT SOOMAOP O} OO G| jsuwSe  puye
otom 0} 0o1A1S Jo uoY | ~A1ooUUOD 0N T ror w spromssed Lop pojquua- o] owoy | SCAA UV [0z 21]
~dnasip posten U oYL MEPD  / MEOM 4| uo sorpiqesouma ro[dxy |
52 52 2 2 = [Beuepy Loy /s = 52 [sumswor | [reomo 52 - 2 =
‘51000301 ‘m/H] ‘soommosoy| | ‘reorsAt ]
[0A9] oedurg suroysAs (2oL [oA9] [oA9] opreusos (poytofdxo ) (odA reag)
X ~dury [erjuejoq YHm £JA1p0uUo)) ‘umA I0MIDN pappaquiy ay *ATJOIN | senIpiqedey) | SS90y 3Ry PUNOJ SISSOUNBIAA J0909A ORIy uorydriosa(
Ayreonyir) juawussosse joedury Juawssasse AjI[IqeiaumA JUOWISSASSE JRAIY T, SOLTRUDDS Jor)je pue UorpdlIdsap Joery

(SHINOH ITMVINS)
SHLITIOVA TVOLLIYD-NON NI AATIVISNI SAOIAAA NO AASVE SMOVLLY AATIVNA-LCI 40 SIATYNYV :8 o[qeL

o7



aimed directly at the port 53 of DYN DNS servers. Most of the infected home
ToT-enabled devices had password vulnerabilities (use of default or weak pass-
words) and/or operating system vulnerabilities.

Various attack scenarios against Belkin’s WiFi-based products (over 1.5 mil-
lion sold) and cloud platform for smart home, named WeMo, have been recently
presented [230,231]. In these PoC attacks, the researchers managed to execute
arbitrary code through SQL injection and take over the device(s) remotely, by-
pass local authentication mechanisms by connecting to the UART interface of
the device and exploit vulnerabilities found in the WeMo app.

Home IoT used as a target (concurrent attacks) The actual target of
this category are the IoT devices themselves. The importance of such attacks
comes from their massiveness, e.g. concurrently threaten a huge number of such
devices with permanent DoS (PDoS) or ransomware.

In [15] Ronen et al. demonstrated how an adversary can take-over a smart
lamp and self-propagate the attack in a worm-like manner. The basic idea was
to bypass the proximity check mechanism that smart lights use when joining a
network, fool them to join to a malicious network and, through the OTA update
process, install a modified firmware to take control of the device. To bypass the
proximity check a flaw in Atmel’s BitCloud Touchlink implementation was used.
In order to retrieve the embedded hardware key, differential [237] and correla-
tion [238] power analysis techniques were used. Then, the researchers utilized
the recovered key so as to authenticate a firmware file which had previously in-
fected with malicious code. This enabled them to perform various attacks, such
as permanently bricking the devices (PDoS) or use them to jam [221] nearby
wireless networks that operate in the same band. Notably, the 2.4 GHz license-
free band (IEEE 802.15.4x), is also used in other sectors (industrial, medical)
and various protocols (WiFi, WirelessHART, MiWi, ISA 100.11a, 6LoWPAN,
Nest Weave, JenNet and Threat).

For interoperability, the ZLL protocol allows non-ZLL devices under appli-
cation control to join a ZLL network without any proximity check [239]. This is
allowed only when the device is in “Factory new” state which can be achieved
by sending a unicast “Reset to Factory new” request to the smart light. The
device is then forced to scan for nearby ZigBee networks. By sending a ZigBee
beacon message, an adversary can fool the device to join a network. To launch
a self-propagating attack, factory reset messages were initially sent through the
primary channels of the 802.15.4 wireless network whereas for beacon and as-
sociation messages the secondary channels were used. In that way, devices that
had already joined the attackers’ network did not respond to any new factory
reset messages. Through this technique the infection could spread to all nearby
devices of the same type just from a single infected lamp.

Although an attack scenario involving smart lighting systems may seem of
low importance, one may want to consider the potential impact of an attack
that concurrently bricks numerous smart lighting systems installed throughout
a smart city. The researchers proved that such a scenario is realistic via tech-
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niques, such as war driving or war flying that enabled them to launch the attack
from distances up to 350 meters.

In [14] Fernades et al. presented a thorough analysis of vulnerabilities and
attack scenarios against 499 smart home control applications and 132 device
handlers. Using static code analysis techniques, the researchers discovered that
more than 55% of the examined applications were over-privileged and lacked of
basic protection mechanisms for sensitive data such as door lock codes. Then,
they demonstrated possible attack scenarios on an IoT-enabled home surveil-
lance system which included door lock codes’ theft/alternation, disable of the
vacation mode as well as issuing fake fire alarms.

Several researchers [63,240] have conducted security tests on smart TVs.
They discovered that through MiTM attacks, an attacker could redirect unau-
thenticated, unencrypted (HTTP) requests (e.g. in the case of downloading
firmware/applications) to malicious sites and gain control over the devices.
In [232], Scheel demonstrated an attack in which, an adversary is able to re-
motely take over a plethora of smart TVs by sending specially crafted TV stream
DVB-T signals (HbbTV commands) to gain root access. The attack utilizes two
known security flaws of the embedded web browsers and applies to 90% of smart
TVs, sold in the last few years.

Morgner et al. [233] presented a series of attacks based on known vulnerabili-
ties of the ZLL protocol. The attacks were distinguished in two main categories:
These that do not require any use of cryptographic protocols (blink, reset, DoS)
and those that require access to the ZLL master key (hijack, network key ex-
traction and command injection). The target systems included popular lighting
models, such as Philips Hue, Osram Lightify and GE Link. Their goal was to
demonstrate a series of attacks against the ZLL protocol, by utilizing its master
key vulnerability [219] and the unsecured Inter-PAN frames, used for the com-
munication between different personal area networks (PANs). Other security
reports, which involve home IoT devices, include attacks on home robots [241]
and on home cameras (privacy violations) [242].

10 Mitigating IoT-enabled cyber attacks

From the analysis of the attacks presented above, it is shown that various at-
tack patterns are common to many sectors, while other attacks are specific to
a particular domain. Usually, the IoT devices increase the vulnerability level,
while the lack of physical and logical access controls exposes critical systems to
threats. To be consistent with our risk-based assessment methodology, we will
examine the security controls according to which risk factors they primarily mit-
igate. Thus, we present security controls based on whether they mainly reduce
the threat, the vulnerability or the impact level. Note however that usually a
security control may reduce at the same time multiple risk factors. Therefore, a
mitigation strategy shall methodologically examine alternative strategies based
on various combinations of controls [243] using cost/benefit analysis.

In Table 9 we present a detailed mapping of the proposed security controls
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with all the characteristics they positively affect. Table 9 also shows which of the
examined attacks could be mitigated (at least partially) by each security control,
for all attack paths. Finally, for each security control, we indicate which actors
are usually responsible to implement the control: The system Owner, the system
Administrator, the IoT Manufacturer or finally a Regulator (standardization or
governmental body).

10.1 Reducing the threat level

The goal of these controls is to increase the access, capabilities and motivation
threshold required by potential adversaries to trigger an attack. Since the threat
level usually depends on the specific system environment, the implementation
of these controls usually relies on the system operator.

Limit physical access to IoT Avoid installing IoT devices in places that are
physically accessible to unauthorized users. Otherwise, apply suitable physical
protection controls, (e.g. install the IoT device in a locked cabinet).

Monitor physical access to IoT Physical access to IoT devices should be
monitored (e.g. with surveillance controls), especially for critical IoT devices
that must be installed in places accessible by outsiders.

Avoid direct Internet access Avoid assigning IoT devices with public IP
addresses directly if this in not an absolute necessity. The use of local IPs and
indirect Internet access through a gateway/firewall should be preferred.

Enforce proxy-based access Consider access through proxy systems that
provide advanced authentication and authorization capabilities and security pol-
icy enforcement, to “encapsulate” vulnerable IoT interfaces.

Secure remote access Remote access to IoT devices should be protected
with secure authentication and encryption mechanisms. Especially for Internet
access, strong authentication, encryption and integrity controls should be ap-
plied (e.g. use of SSL/TLS, SSH or VPN protocols), to drastically increase the
difficulty for potential adversaries.

Apply security extensions for link-layer protocols IoT devices that are
directly connected to critical systems should be configured with the highest
available security level provided by the data link layer protocol used. For ex-
ample, use of the AES in GCM mode, to ensure data encryption and integrity
at the same time (by default IEEE 802.15.4 does not apply any security mode).
Another example is the use of security extensions for AdHoc networks, such as
those described in [244,245], to deal with wormhole and sybil attacks.
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Log and monitor access to IoT Continuously log and monitor access
to/from IoT devices. When possible, use Intrusion Detection/Prevention Sys-
tems (IDS/IPS) to monitor access to IoT devices, especially from the Internet.

Audit access to IoT Enforce auditing procedures to trace potential attackers
in a timely manner. The last two controls can increase the counter-motivation
of potential adversaries, since with proper logging and monitoring, adversaries
are more likely to be traced. Therefore, a potential adversary will also consider
the potential consequences (e.g. legal), if traced, and not only the potential
gain from a successful attack.

10.2 Reducing the IoT vulnerability level

The goal of these controls is to reduce the available attack surface of the IoT
devices. Since the most of the vulnerabilities are inherent to the devices, usually
the manufacturers are the actors that can implement such controls. Regulator
bodies can also enforce the implementation of such controls. In some cases a
proper configuration of an IoT device by the administrator, may reduce the
vulnerability level.

Tamper resistance mechanisms IoT devices should implement mechanisms
to detect and prevent physical tampering. For example, mechanisms that phys-
ically destroy a critical component or that securely delete an embedded crypto
key, if physical tampering is detected.

Secure embedded crypto mechanisms IoT devices should implement tested
and secure crypto algorithms in the proper mode of operation. For example,
although AES is secure, implementations in CCM mode have been found vul-
nerable to cryptanalysis attacks [15] and should be avoided.

Protection from side-channel attacks IoT devices, especially those in-
stalled in critical premises, should be implement hardware security controls for
protection from side-channel attacks, such as, protection from power analysis
attacks that may leak sensitive information [15].

Firmware protection mechanisms The firmware of IoT devices should be
protected from unauthorized access and modification. Techniques like obfusca-
tion, packaging and encryption should be used.

Secure firmware update mechanisms Mechanisms that prevent updating
a device with a tampered firmware should be in place, for example, by allowing
only digitally signed firmwares to be installed.
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Secure OS architecture Since updating the operating system of IoT devices
is not always possible, their OS should be based on tested, minimized architec-
tures that provide the least necessary services, to minimize the exposure to
known and future OS vulnerabilities.

OS hardening The OS of IoT devices should be configured based on security
hardening best practices and standards when possible, by enforcing mandatory
access control mechanisms and least privilege access.

Use of secure APIs When developing application software for IoT devices,
the developers should use only secure and tested Application Programming
Interfaces (API) that provide tested software development libraries and pre-
vent well-known software vulnerabilities (like buffer overflows and use of non-
sanitized input).

Code auditing of application software IoT applications should be thor-
oughly tested by security experts, prior to the commercial deployment of the
related IoT devices, using software security best practices. In this way, attacks
related with application-layer vulnerabilities, like command injection, would be
avoided.

Support for network security protocols IoT devices should implement
at their network stack, at least as optional, network protocols that support
security extensions for encryption, integrity and authentication for all wireless
interfaces at all layers: At the link layer (e.g. the Auxiliary Security Frame in
IEEE 802.15.4), at the network layer (e.g. IPSec) or at the application layer
(e.g. CoAP).

Secure key management Devices should not rely on insecure key manage-
ment mechanisms, such as the use of a common key embedded by the manufac-
turer in all devices of the same type, but only on tested secure key management
techniques [44].

Secure key exchange protocols If key exchanged is based on symmetric
cryptography, IoT devices should implement a secure key bootstrapping pro-
tocol. Key exchange protocols based on public key cryptography should be
preferred. For example, those based on elliptic curve cryptography may be
efficient for various IoT devices [38].

Device acquiring criteria The operators should favor IoT devices and ven-
dors that utilize strong security controls, even if this implies some increase of
device acquiring costs.
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Secure change management The administrators should implement a pro-
cedure to rapidly integrate and deploy software and firmware updates provided
by the IoT vendors.

Continuous security testing The administrators should integrate security
testing of IoT devices in their lifecycle, e.g. vulnerability scanning and penetra-
tion testing.

Security standards enforcement The regulators and standardization bod-
ies should enforce the use of IoT devices that comply with high security stan-
dards, at least for critical infrastructures and systems.

10.3 Reducing the potential impact of connectivity paths

Since in IoT-enabled attacks the impact is usually related with critical systems
that are connected in some way with the IoT device, we examine security con-
trols that target to identify and “cut-off” hidden and subliminal attack paths.

Identify and document IoT dependencies The dependencies and inter-
dependencies between IoT devices and critical systems should be identified and
documented. For example, how the devices communicate directly with critical
systems, or indirectly through aggregation points that are used for monitoring
and control.

Re-examine “Bring-Your-Own-Device” policies Policies like BYOD should
be re-examined to assure that potential hidden/subliminal attack paths against
critical systems are not underestimated by the security policy.

Avoid unnecessary physical proximity Avoid installing IoT devices phys-
ically near critical systems, e.g. a smart thermostat inside the data center. If
physical proximity is necessary, assure that the IoT devices do not create indi-
rect and/or hidden attack paths against the critical systems [221].

Segment networks to avoid cascading impact When IoT devices are
installed, examine the network design to assure proper network segmentation.
For example, passive medical devices within a hospital should not be installed in
the same local network with other IT systems. Proper segmentation of networks
limits the exposure of mission critical systems, since it prevents threats like
malware from easily spreading to mission critical systems. Moreover, it allows
fine-tuning of access control and improves monitoring processes.

Favor technology diversity Technology unification in hardware (e.g. pro-
cessors) and network protocols is a cost efficient policy. However it may also
mean that a single self-spreading worm or a hardware vulnerability is appli-
cable to multiple IoT devices and networks thus leading to cascading effects.
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When possible, operators should consider acquiring diverse (but tested) IoT
technologies to reduce this risk.

By examining Table 9 one can infer that some security controls are usually
neglected in specific attack path scenarios, and therefore sectors. For example,
avoid/controlling direct Internet access with the IoT are high priority controls
for direct attack scenarios. Segmentation of internal networks should be a top
priority against indirect attack path scenarios. For no-connectivity scenarios
continuous security testing, key management and identifying IoT dependencies
are some of the most prominent controls. Finally, some controls, such as those
related with software security, seem to be of high priority for all attack path
scenarios.

11 Conclusions

From the analysis of the recent IoT-enabled cyber attacks, it is obvious that IoT
enabling technologies are radically changing the threat landscape on any sector
they are applied. Their inherent security weaknesses stem from their constrained
computing capabilities and their poor security design. These features, combined
with their connectivity and functionality capabilities as well as their non-obvious
(indirect, subliminal or hidden) interaction with other systems, are the main
reasons for this radical change.

11.1 Gap Analysis

Based on the analysis of the examined cyber attacks, we summarize the relative
research and implementation gaps, in comparison to the existing state-of-the-
art security controls (see Table 10). The inadequate implementation of security
controls is usually due to the lack of security policy enforcement, the under-
estimation of the current threat landscape and budget constraints. Although
the available security controls are not always sufficient to mitigate some of the
novel advanced threats, the majority of the attack vectors could be properly
mitigated if the existing security mechanisms and standards were properly im-
plemented. The lack of regulation that would enforce critical system operators
to use security tested, but usually more expensive, IoT devices also contributes
to the implementation gaps.

IoT security is nowadays considered as one of the most active and evolv-
ing research domain. However, despite the recent state-of-the-art advances
(e.g., [248-253]) research gaps can be still identified in all the layers of IoT
platforms [257]. For example, sophisticated attacks such as [22] demonstrate
that existing physical proximity testing mechanisms, required for some secu-
rity sensitive operations like firmware update, can be bypassed. Remote access
and control of IoT devices, especially via cloud-based services [256], also re-
quire novel technologies (e.g. Blockchain [246,247]) for distributed monitoring
and auditing of IoT access. Hardware layer security research challenges involve,
among others, the protection of IoT devices from novel side-channel attacks,
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which have been proven hard to deal with. At the software layer, trending at-
tacks such as ransomware and botnets demonstrate the challenge for developing
novel and effective protection mechanisms.

The constrained environment of IoT devices still requires the design of
lightweight and protocol-specific network security mechanisms and protocols
[31, 34], including the support of efficient public key management, despite the
recent advances [38].

11.2 Discussion

In this paper we have reviewed and assessed verified IoT-enabled attacks in
various application domains, in a risk-based approach. The goal of this survey
is to point out the significance of underestimated attack paths in various IoT
sectors and to provide a useful insight, both for security researchers and for
critical system operators.

Industrial SCADA and smart grids favor the direct connectivity attack path
scenarios, since modern field devices provide web interfaces for remote monitor-
ing and control [62,90,91,121,137]. However, indirect attack paths may also
occur. Since SCADA command and control centers can interact with corporate
networks, attacks such as spear phishing [9,10] have also been realized. In that
case, 10T connectivity of field devices may be used as pivoting points, in order
to attack mission critical systems [82,83].

Indirect IoT-enabled attacks are more common in both healthcare and intel-
ligent transportation systems. In the case of smart transportation, vulnerable
on-board entertainment, informational and communication systems may enable
an adversary to indirectly control mission critical functions [56,146,171,176,178].
Similarly, outdated, interconnected, passive medical devices [57,208] can be used
to attack a hospital’s mission critical systems that process valuable data. Direct
attacks against medical devices, may also have severe impact, since they may
directly affect patients’ safety [199].

Smart home automation devices are primary used in no-connectivity attack
scenarios. Due to their proliferation and their low security level, such devices
are usually easy to compromise. In many cases they have been used by botnets
in order to amplify DDoS attacks against critical targets that are not connected,
even indirectly, with the IoT devices (e.g. [12,20,22,230]). In other cases home
IoT devices may also serve as the actual target of the attack (e.g. ransomware
attacks [14,232,233]). Finally, smart automation devices, that are installed
inside the premises of critical infrastructures, can also be used to indirectly
attack their nearby critical systems [16] or even to exfiltrate sensitive data from
nearby systems [22].

Interestingly, in all the attacks examined in this paper and regardless of the
examined sector, the success of the attack relied in one or more of the following
characteristics: (i) the physical proximity of the IoT device with the target, (ii)
the exploitation of its communication interfaces (physical or network) and (iii)
the extended, and usually unexpected, extension of the functionality provided
by the IoT device.
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Various sector-specific standardization efforts, like Industry 4.0 [258], at-
tempt to incorporate this continuously changing threat landscape. In addition,
recent ongoing legislation efforts [259] attempt to cover this gap and to enforce
the use of IoT with a high level of security in critical domains. It is worth to
mention that various IoT security testbed labs (e.g. [260-262]) are also in the
direction of helping the IoT industry to ensure a high security level.
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Table 10: Gap analysis for IoT security: Research and implementation gaps
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