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Abstract

Undoubtedly, Industry 4.0 in the energy sector improves the condi-
tions for automation, generation and distribution of energy, increasing the
rate of electric vehicle manufacturing in recent years. As a result, more
grid-connected charging infrastructures are being installed, whose Charg-
ing Stations (CSs) can follow standardized architectures, such as the one
proposed by the Open Charge Point Protocol (OCPP). The most recent
version of this protocol is v.2.0.1, which includes new security measures at
device and communication level to cover those security issues identified in
previous versions. Therefore, this paper analyzes OCPP-v2.0.1 to deter-
mine whether the new functions may still be susceptible to specific cyber
and physical threats, and especially when CSs may be connected to mi-
crogrids. To formalize the study, we first adapted the well-known threat
analysis methodology, STRIDE, to identify and classify threats in terms
of control and energy, and subsequently we combine it with DREAD for
risk assessment. The analyses indicate that, although OCPP-v2.0.1 has
evolved, potential security risks still remain, requiring greater protection
in the future.

Keywords: Electric Vehicle Charging infrastructures Industry 4.0 OCPP
Microgrid Cybersecurity Risk management.

1 Introduction

Governments and institutions are supporting the Electric Vehicle (EV) market
since they are aware of the environmental advantages of this mode of trans-
port. Due to the limitations of the battery capacity, EV owners are expected to
charge their vehicles in multiple locations (including their home, work place or
with public infrastructure) [26]. The research community is analyzing in depth
where to place and how to operate EV Charging Stations (CSs), as uncontrolled




charging of these vehicles poses a technological challenge for Smart Grids [41].
From these studies, it is recommended that future power systems must incorpo-
rate advanced control algorithms to ensure reliability, safety and security while
coping with the relevant changes affecting the grid.

Guaranteeing reliability, safety and security in power systems with high
power levels and an increasing number of assets (e.g., EVs) is becoming complex.
Current research efforts propose dividing the power system into smaller intercon-
nected units, known as Microgrids (MGs) in order to simplify the control and to
make it more robust. In the context of Industry 4.0, an MG employs advanced
information technologies, communication networks, protocols and sophisticated
information processing to monitor and control power generation, distribution
and consumption processes in more efficient and robust way [13]. To do so,
it is necessary to optimize the management of electrical, communication and
control elements, which are tightly coupled resulting in cyber-physical MGs. As
a Cyber-Physical System (CPS), an MG is susceptible to cyber-attacks which
may compromise its performance, maintainability and integrity. Specifically, an
attacker can maliciously exploit its components and interdependence to damage
the MG, degrade its performance and even interfere with the external power
network. In fact, the MG’s voltage and frequency stability, power balance, and
dispatch are highly dependent on secure and healthy cyber-systems to ensure
that the MG assets are controlled correctly [47].

Previous works have already studied the vulnerabilities of MGs focusing on
some of their components. For example, some studies have already identified
the threats to voltage source converters and their controls [42] [30]. However,
there are still many security issues to consider in the MGs. Due to the impact
of EVs on MGs and the stress their charging may generate, numerous research
works conclude that the Charging Infrastructure (CI) could provoke high risks
with a high probability, as they are easily accessible for the public [11], [44].
Consequently, it is necessary to study the new Cls required in the future from
a cybersecurity point of view. Academia and industry have already identified
vulnerabilities in the communication between the EV and the CS, the EV oper-
ator interfaces, the Internet and the maintenance interface of the CS [22], but a
deeper analysis is fundamental to consider the communication and information
processing done by these elements in the context of Industry 4.0.

In this paper, we identify the threats and risks posed to EV public CSs in
MGs corresponding to the new generation of Industry 4.0, including those risks
related to the communication infrastructure, Information Technologies (ITs) in-
volved in the control, and the MG power assets. Due to its popularity, we
assume that CSs use the Open Charge Point Protocol (OCPP) for the Charging
Transactions (CTs). Specifically, we analyze OCPP-v2.0.1 [36], which includes
new functions not analyzed and covered in its previous versions [8]. Some of
these functions are: device management, improved transaction handling, sup-
port for ISO 15118 (related to incorporate the communication between the EV
and the CS) [1,2], display and messaging support, smart charging functions,
and even new security functions compared to OCPP-v1.6 [35] that need to be
assessed with respect to possible security and safety risks. To identify these



risks, we use a common risk management approach for the analysis, extending
it according to the methodology also applied in [24]. Namely, we study the
threats using a formal method to detect how attackers can compromise both
control and energy assets. In this sense, we adapted the STRIDE methodology
to contemplate two relevant aspects: (i) the inclusion of energy hazards, and
(ii) the combined use of STRIDE with the DREAD assessment model to deepen
the analysis process by contemplating possible risks [3].

STRIDE is a simple method, originally conceived to classify threats accord-
ing to the aim of the attack in software (SW) developments [25]. Specifically,
the STRIDE model identifies six categories of threat: Spoofing, Tampering, Re-
pudiation, Information disclosure, Denial of service and Elevation of privilege
(defining the acronym for STRIDE). Some recent works have already applied
the STRIDE methodology in monitoring systems and in cyber-physical energy
systems, but mainly focus their approaches on the consequences of the control
processes [46] [51]. Since MGs have both SW and energy system components,
we also apply the STRIDE model to comprise energy-specific threats as also
considered in [16]. This related work includes a recent survey on security is-
sues in OCPP. The main difference between our work and that of [16] lies in
the level of study and depth of the OCPP-v2.0.1 protocol by computing risks
through two well-known risk management methodologies, STRIDE+DREAD.
The comprehensive view that we get with this combination of methodologies
even allows us to identify which types of threats require greater attention in
the future, especially now with the new technological currents of Industry 4.0
spreading within the sector.

Regarding the combined use of STRIDE+DREAD, it is important to note
that DREAD classifies security threats according to five characteristics: Dam-
age, Reproducibility, Exploitability, Affected Users and Discoverability (which
defines the acronym DREAD). Thus, our research aims to combine both ap-
proaches (STRIDE+DREAD) to evaluate a set of risks in control (c) and energy
(e) assets, referring this combination to as STRIDE-DREAD®*® (henceforth
SD¢*¢). This grouping facilitates us to later provide a set of countermeasures,
considering the particularities of the MG in the context of Industry 4.0. There-
fore, the main contributions of this work are:

e Adaptation of the threat analysis method STRIDE to a system with con-
trol and energy assets. In particular, we consider a scenario with public EV
Charging Infrastructure (EVCI) and a MG-based control. In the context
of Industry 4.0, we extract a specific taxonomy of threats related to the
OCPP protocol, v2.0.1, demonstrating the susceptibility of the protocol
to multiple types of attacks.

e Combination of methodologies STRIDE+DREAD to determine the level
of severity of each attack on control and energy assets.

e Identification of a set of mitigation actions, prioritizing each action ac-
cording to the analysis made by SD®*® to reduce possible consequences
and impact.



The paper is structured as follows: Section 2 proposes a formal architecture
of the MG components, highlighting the role of CSs and their control. Section
3 presents SD¢*¢ for EVCIs, describing how we apply the extended STRIDE
methodology together with the DREAD model for threat assessment. Section
4 analyzes the influence of mitigation solutions, while Section 5 outlines the
conclusions and future work.

2 Architecture and stakeholders

A MG is a local power system formed by Distributed Energy Resources (DERs)
and based on multiple stakeholders: suppliers, customers (as EVs), technical
operators and engineers [27,40]. The implementation of a MG involves consid-
ering one of the following three main operational approaches: (i) to operate as
an independent power system during its lifetime; (ii) to be fully connected to
another power system and use it to complement energy from local DERs and
storage systems; and (iii) to switch from the isolated and connected modes in
order to rely on the external power system when local resources cannot satisfy
local demand. In the next subsections, we first analyze the architecture of a MG
with EVs considering these three operational modes. Then, we will describe the
role of the stakeholders for the aforementioned operational conditions.

2.1 Architecture

In [45] and [39], the authors present the fundamental components of a MG,
which mainly consists of three layers: (i) physical layer containing electrical
devices; (i) communication layer; and (iii) cyber layer. A set of ITs runs in
these three layers, and they are responsible for controlling operations through
the different processing and decision-making techniques of a Central Control
System (CCS). These I'Ts must converge with existing Operational Technologies
(OTs), introducing the benefits of Industry 4.0 (better automation, autonomy,
access and control) into EVCIs [7]. This CCS is able to manage the control
signals from the controllers and actuators in order to optimize energy production
levels and the MG stability. The installation of the Energy Management System
(EMS) is within the CCS. Its main purpose is to monitor, control and optimize
the performance of the MG operations. It performs a set of control functions to
maintain safety, reliability, economy, resilience, sustainability, and efficiency in
the system [34]. Another main component of the CCS is the CS Management
System (CSMS), which is responsible for efficiently managing the collection
transactions requested by end users in all its CSs (usually deployed in public
places). A communication network composed of various wireless and wired
network devices, communication infrastructures and industrial communication
protocols allows the data flows collected by the sensors and the transmission
of the operations sent by the CCS. OCPP corresponds to an open application
protocol that establishes communication between the CSs and the CSMS, and
even the EMS [36].
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The architecture that we follow in this paper aims to model an advanced
EVCI in an MG operating with an electricity market where users pay for elec-
tricity consumption to charge their EVs. In this architecture, users can reserve
power at a predetermined CS connector, and the connection may be initiated
automatically, with no manual intervention. The system can, therefore, acti-
vate a connector and start to charge the EV battery. This request is managed in
two ways, depending on the scenario implemented. The first allows the user to
start a CT via a mobile, web application or a payment terminal /system (using
a credit/debit card or a parking ticket), where the CSMS manages the transac-
tion request. To do so, the CSMS is responsible for authenticating the user and
sending the transaction operation to the corresponding CS. The second way to
request CTs allows the user to authenticate himself/herself using the authenti-
cation resources of the CSs and the resources supported by the OCPP protocol,
such as an RFID tag, button (no authentication required), PIN, EV certificate
or unique token. The CS forwards the request to the CSMS which accepts or
denies the user’s request and authorizes the CS to start the CT. Note that the
CS is also able to handle the request without previously communicating with
the CSMS if it is in offline mode. In the following sections, we will discuss these
authentication modes in more detail.

As can be seen in Figure 1, the architecture counts with a set of distributed
CSs that operate and communicate with the CSMS, included in the CCS, via the
specialized OCPP protocol, which provides a secure interaction with users and
EVs as controllable loads. In addition, the MG powers the CSs and the CCS
control and manage the CSs. Each CS relies on different SW and hardware
(HW) modules, which enable intelligent operability and secure communication
between the internal devices. These modules have been classified into two parts:
communication assets and the controller. In the communication part, it is pos-
sible to find (i) the OCPP communication, where the OCPP client is able to
connect to the OCPP server in the CSMS, but also (ii) different ways to con-
nect with the end user such as Bluetooth Low Energy (BLE) advertisements
or Near-Field Communication (NFC) to display the nearby CSs to the user.
Thanks to the communication elements, the user can visualize the status of the
connectors and send a new request to the CSMS. On the other hand, the con-
troller part of the CS contains three main components. The first component
constitutes telemetry elements working as “sensors”. These sensors are devoted
to collecting information on the electrical state of the CS, temperature, and
other measures of energy consumption per CS. In this case, the “smart meters”
are electronic devices with the capacity to compute information records such as
consumption of electric energy, voltage levels, current and power factor. These
devices are responsible for metering the total energy consumed in each CT, in
order to facilitate user billing in the CSMS and real-time control demand in the
EMS. The last main components of the controller part are the EV Supply Equip-
ments (EVSEs), which include actuators in charge of activating/deactivating the
connection and communication with the EVs.



2.2 Stakeholders

The CSMS is in charge of sending regularly the energy consumption and reserve
data of all CSs to the EMS. Subsequently, this information is processed and
analyzed by the EMS to monitor and control the DERs according to the energy
consumption and demand in the MG. Since EVs are controllable loads within
the MG, the EMS would be responsible for monitoring the loads and their safe
storage, and for supplying power to the CS connectors when needed. These
functionalities are largely controlled by the OCPP protocol [36], corresponding
to the smart charging functional block. This functional block describes all the
functionality that enables the CS operator (or indirectly a third party, like the
EMS) to influence the charging current/power of a CT, or set limits on the
amount of power/current of a CS that can be supplied to an EV. It is feasible
to negotiate these current and power limits in the CSs during the CTs with the
EVs through a bidirectional communication standard ISO 15118 [1,2]. Moreover,
OCPP offers the possibility to use a local controller, which is deployed between
the CSMS (or the EMS) and any number of CSs creating a local group. It is
located close to the CSs (and may even be wired to the CSs), and works so that
the CSMS and the EMS are not aware if the CS is connecting to it directly, or
via the local controller.

In addition to the users requesting CTs from the CSMS or directly from
the CS with their EVs connected to the CS connectors, there are other possible
parties involved in a CS-based MG, as shown in Figure 1. For example, the MG
may adapt the power levels of the Cls as a consequence of a relevant growth of
controllable /uncontrollable loads. If at certain hours these customers demand
high energy from DERs, this may have repercussions for the current/power
charging limits of the CSs. Other involved stakeholders are (i) the manufacturers
of the firmware installed in each CS; (ii) the operators who have full access to the
DERs; and (iii) the CS Operators (CSOs), who have the possibility to interact
by performing OCPP operations and configurations on the system through the
CSMS or directly on the CSs. Moreover, OCCP-v2.0.1 incorporates two new
actors: (i) law enforcement personal, who could stop any ongoing transaction
via a Master Pass ID (e.g., a Master Pass RFID tag) with the intention of
disconnecting any EV that has to be towed away; and (ii) Certificate Authorities
(CAs), which have the function of validating and signing certificates generated
by the CSMS. Finally, IT administrators can have access to the CSMS and EMS
processes and configuration variables, as well as having full access to databases,
containing telemetry values, control data or security configurations/data. We
subsequently consider all these actors as possible malicious agents in the threat
analysis presented in the following sections.

With the incorporation of new ITs, multiple communications infrastructures
and the wide set of actors, it is essential to consider the diverse security risks
posed by the new generation of MGs. As can be seen from the architecture,
the OCPP protocol bears a major responsibility in the communication pro-
cesses between the CSMS and CSs, and between the EMS and CSs. In [8], the
same cybersecurity issues were already discussed, but focused on OCPP-v1.6.



Table 1: STRIDE threat model based on [32]

Property Threat Definition

Unlawful access and illicit use of another

Authenticati fi T .
uthentication Spoofing user’s authentication information
Inteerit Tamperin Deliberate modification of data,
cerity pering configurations and source codes
Non-repudiation Repudiation Claiming to have not performed an action
- Information Exposing information to someone
fi al . . .
Confidentiality Disclosure not authorized to see it
Availabilit Denial of Denial or degradation of
Y Service (DoS) requested services, resources or data
Authorization Elev.at.ion of .Gai.ning capabilities without proper .
Privilege authorization to access resources, data or services

Now, OCPP has upgraded its version to v2.0.1, which includes new security
functionalities such as device management using certificates x.509, support for
ISO 15118, secure firmware updates and encrypted communication via Trans-
port Layer Security (TLS). But even so, a security analysis is still necessary
to identify the new security issues in this new version of OCPP. For that rea-
son, the following sections aim to extract a set of threats that may be found in
OCPP-enabled CSs, considering STRIDE+DREAD.

3 SD¢"®: Threat model and analysis

To identify vulnerabilities and threats, we apply the STRIDE threat model
proposed by Microsoft [31,32].

3.1 Main STRIDE phases and related work

As stated above, STRIDE classifies the threats into six categories (cf. Table
1). This model is widely used due to its straightforward methodology, which is
simple and easy to apply, where threats are analyzed and identified manually
in each of the system components [20]. For example, in work [25], the STRIDE
methodology is applied for CPS-based applications using five steps; while work
in [24] applies one more step (see also Figure 2) in order to assess the effect of the
threats for cyber-enabled ships and establish mitigation actions. Considering
the mentioned six-step approach [3], we then apply it to provide a more complete
picture of threats and risks associated with Cls in a MG.

For the sake of clarity, the operation of the adapted methodology is described
as follows. Step 1 consists in decomposing the system into logical or structural
components. These can be internal or external processes or assets that interact
and communicate with the system. Subsequently, a Data Flow Diagram (DFD)
is plotted (Step 2) for each of the components, in order to visualize the function-
alities inside and outside the system. Each DFD shows four standard symbols:
(i) External Entity (EE), (ii) Data Flow (DF), (iii) Process (P), and (iv) Data



Step 4 Step 6

Plot DFD for each Identify Plan mitigation
component vulnerabilities strategies
Step 3 Step 5
Deiz;:r?plse Identify and Threat scgr.ing .and
system into analyze vulnerability risk
components STRIDE threats analysis (DREAD
in the DFD model)

Figure 2: STRIDE4+DREAD methodology based on 6 steps, recommended
by [3]

Table 2: DREAD approach to threat assessment

To prioritize the threats, each threat is ranked from 1 to 10
following the five DREAD evaluation criteria, and then the

Procedure scores are summed and divided by 5 (the number of
criteria). The result is a numerical score between 1 and 10
for each threat. High scores indicate serious threats.

Criteria Description

Data loss, HW or media failure, reduction of

Damage . o
operational performance, or any similar damage

How often a specified type of attack or threat is

Reproducibility oo

The effort and expertise required to mount an attack

Exploitability or exploit a threat

Affected users  The number of users that could be affected by a threat

The likelihood that a threat will be exploited.

Discoverability This is difficult to estimate accurately




Table 3: Related work on security frameworks and approaches in
cyber-physical (power) systems

Related Threat Risk Counter- Based on Physical | CSs | OCPP  Energy
work analysis measures power systems | threats | threats | threats threats
z,\ (2017) STRIDE v v
37] (2019) STRIDE Proposed mitigations v

[ 48] (2012) STRIDE Proposed mitigations

24] (2020) STRIDE DREAD NIST guide to ICS security
N Likelihood and
[29] (2020) STRIDE impact-based v v v v
[23] (2013) STRIDE Resistance, likelthood Proposed mitigations v v
and impact-based

[18] (2021) STRIDE x Proposed solution v v v
[51] (2021) MITRE ATT&CK for 1CS Hybrid approach v v v
[10] (2013) V2GP and V2GC threats Proposed mitigations v v v v
[9] (2020) Home and public CSs-based Literature-based v v v
[8] (2017) OCPP-based v v v

[ T40] (2018) OCPP-based Proposed solution v v v

[ B8] (2021) Domestic CS-based Proposed solution v v v
44] (2022) Public CS-based Proposed electrical monitoring v v v
17] (2022) OCPP-based Reduced use cases v v
[16](2022) OCPP and literature-based Literature-based v v v v v

( om_SaDppth) OCPP-based and STRIDE DREAD Proposed mitigations v v v v v

Store (DS). This subdivision facilitates the manual process of identifying and
analyzing STRIDE threats (Step 3) in each asset of the DFD (STRIDE-per-
asset) and in each interaction between assets (STRIDE-per-interaction). Once
threats on control and energy assets are identified, the system wvulnerabilities
are detected manually (Step 4) by analyzing the possible causes and sources of
the identified threats. After this, potential threats must be evaluated according
to certain established criteria, in order to prioritize and mitigate their effects.
This evaluation process coincides with Step 5 through the DREAD model pro-
posed by Microsoft in [3]. DREAD prioritizes threats, managed by STRIDE, by
simply calculating the risk that their effects may have in terms of damage, repro-
ducibility, exploitability, affected users and discovery (cf. Table 2). With this
information, it is now possible to more appropriately select mitigation strategies
(Step 6) according to each threat score and risk prioritization.

With respect to the state of the art, STRIDE is one of the most widely used
threat models in energy applications and CPSs. Khan et al. apply it to identify
threats in a real synchrophasor-based synchronous islanding testbed [25], while
Orellana et al. and Yampolskiy et al. adapt STRIDE and security tactics for de-
signing secure CPS architectures in [37] and [48], respectively. There are other
related works that combine STRIDE with other existing methodologies to (i)
calculate risks using DREAD [24] or according to likelihood and impact [23,29],
and (ii) to detect and mitigate attacks through neural networks [18]. Also,
other threat models have been used for CPSs, such as STPA-sec, HAZOP, OC-
TAVE, PASTA, Abuser stories, Attack Trees, T-MAP and CORAS [20,25]. Tt
is also possible to classify threats using the Adversarial Tactics, Techniques, and
Common Knowledge (ATT&CK) framework developed by MITRE Corporation
in [15]. Related to this framework, Zografopoulos et al. provide an overview
of the security of cyber-physical energy systems using the MITRE ATT&CK
for Industrial Control System (ICS) repository [51]. There are also authors
that manages the threats considering the specific CPS scenarios [8-10, 38, 40].
In [10], Atlantic and Ra describe two types of threats to the security of plug-in
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EVs: Vehicle-to-Grid (V2G) physical threats (V2GP) and V2G communication
threats (V2GC), and propose several mitigation strategies. In [9], Antoun et al.
present a security assessment of the EVCI by analyzing cyber threats to home
and public charging systems. Likewise, [8] and [40] identify the threats and
key security properties of the OCPP-v1.6 protocol in power systems. With
a perspective of the impact on the power system, Sayed et al. analyze some
vulnerabilities of the protocols involved in the management of public charging
infrastructures [44]. This includes the identification of vulnerabilities in the
IEC protocols, the firmware, the ISO 15118 and the OCPPv-1.6. The analysis
is performed without a risk assessment methodology, is based on simulating the
variation of the active and reactive power of loads (associated to EVs) and eval-
uating the impact on the grid stability and performance. The authors propose
monitoring the electrical performance of the CSs and the reactive power and
the harmonic distortion of the grid as feasible countermeasures.

In [17], a penetration test considering three attack scenarios (erroneous data,
long values and user interface manipulation) is performed for OCPP-v1.6, while
the papers [38] and [16] include in their study the OCPP-v2.0.1 protocol. In-
deed, in [38], a general vulnerability and mitigation analysis on domestic CSs
is also provided according to some of the current protocols and standards, in-
cluding OCPP-v2.0.1. However, the analysis is at a very high level, covering
the fundamental differences with the previous version and several security chal-
lenges and recommendations. In [16], a recent survey about security issues and
countermeasures in the OCPP protocol is found, stressing the main affected as-
sets (EV, EVSE, CS, EMS, CSMS, data or grid). These three last studies differ
from ours in the way in which OCPP is evaluated. Our work focuses on provid-
ing a comprehensive threat analysis of OCPP-v2.0.1, following the traditional
STRIDE+DREAD methodology and enumerating a set of countermeasures.

To summarize, Table 3 shows a comparison of the frameworks and ap-
proaches used in the related work on CPS, and particularly on CS infrastruc-
tures. As the table shows, some related research work focus on threats to Cls
such as [8-10,23,29,40], but only some of them consider threats to the OCPP
communication protocol such as [8,9,16,17,40]. From the table, we also high-
light that none of the related work applies a STRIDE+DREAD-based threat
and risk assessment model for specific Cls integrating OCPP. It is also true that
reference [24] contemplates this combination of methodologies, but only focused
for CPSs deployed on ships and not for power applications. Therefore, this pa-
per introduces SD¢™ for energy scenarios. This new approach analyzes both
cyber threats in control processes (c) and energy threats (e) caused in power
system environments; thus, covering cyber, physical and energy assets. This
also provides a clear understanding of the vulnerability impact of each compo-
nent using DREAD for the assessment, and helps to ensure the security of the
power system. These threats will be discussed in detail in the following section.

11



Table 4: Main assets of a CS-based MG

EE DF DS P
CSMS
- Application server
- OCPP server
EMS -Cs
- Control communication
. - BLE/NFC
- Monitoring s .

. . publication
Charging Station Mobile/Web
- OCPP client Wireless - Mo lte €
- Mobile - HTTPS requests

.. - User
communication - BLE "
- Sensors - NFC Database regl;:: S
- Smart meter - OCPP RFID tags ;uthentication
- Connectors - RFID Variables - Charein
Microgrid Wire tran gti gn
- DERs - Modbus TCP ansactlo
- Metering
- Storage system - Ethernet s
consumption
- Controllers - Smart charein
- EV load control sims
- Controllable load - Microerid
- Uncontrollable load control &
Mobile/Web App.
Measurement
components

3.2 Main threats and vulnerabilities

Observing Figure 2, the first action to perform within the SD**° model would
be to identify the main assets of the application scenario such as control, com-
munication, HW and SW components, and power. Based on these assets, it
is possible to classify them according to their functions, and subsequently into
EE, DF, DS and P. Table 4 shows this characteristic, contemplating additionally
those main assets illustrated in Figure 1. After this, the second step requires
plotting the DFDs to see the potential relationships between assets. But since
the data flows and relationships between these elements can easily be derived
from Figure 1, this step is omitted from the paper.

To continue with SD°"®, we analyze the phases established by Step 3 and

Table 5: Susceptibility of system assets to
STRIDE threats (based on [25])

Asset S T R I D E
EE 4 v
DF v v /7
DS v v v/
P v v v v v/
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Table 6: Threat consequences in an
EVCI installed in an MG

Code Description Impact
TC-1 Inability to manage or configure CSs I-1, I-2, I-3
TC-2 DoS to the CCS I-1, I-3
TC-3 DoS to the CSs I-1, I-3
TC-4 Disclosure of sensitive information I-3, I-4

TC-5 Unauthorized use of CSs for charging  1-2, I-3
Inability to start/stop OCPP

TC-6 . . I-3
charging transactions

TC-7 Fraud on energy consumption I-3

TC-8 Desynchr. of system parameters I-1, I-2, I-3

TC-9 Revert energy to the grid I-1, I-2, I-3

TC-10 Inefficient operation of the MG I-3

Impact codes: I-1: overload/blackout, I-2: equipment damage, I-3: economic damage and energy
theft, I-4: industrial secrets

Step 4 of Figure 2, both focused on the identification and analysis of vulnerabil-
ities. Each type of asset is susceptible to various threats specific to the STRIDE
model, as shown in Table 5 and detailed in [25]. This methodology states that
before analyzing the threats and vulnerabilities, it is necessary to first extract a
list of possible consequences that may affect the system. For that reason, Table
6 establishes a set of possible Threat Consequences (TCs) associated with EV-
CIs deployed in MGs. Each of these TCs is associated with a pre-determined
code, and may result in greater or lesser impact on a part of the system or on
the overall system (I-1, I-2, I-3 and I-4). This type of analysis allows us to later
manage the risks in the DREAD model and rating according to threats.

From Table 6, we determine that all TCs have an impact on the economy of
the MG system owners or their customers, due to (i) energy losses, (ii) inability
to meet energy demand at the CS, or (iii) possible fraud in energy consumption.
For example, through information disclosure (TC-4), attackers could first intend
to leak sensitive information (such as configurations, SW codes, user consump-
tion data, etc.) to subsequently corrupt the reputation of the organization or
carry out other subsequent attacks against the control or distribution of energy.
TC-1 and TC-8 also present high risk consequences, which lead to a lack of
control and deconfiguration of the MG, thereby destabilizing the energy load
parameters and even causing overloads, blackouts, physical damage to DER and
CS equipment, and possible human injuries. Likewise, TC-9 also has a high im-
pact on the system, since this TC refers to the possibility of an unnatural or
massive reversion of energy to the MG. In turn, this may affect the stability
of electrical components, which could be overloaded and damaged, leading to
energy losses and economic costs.

For clarity, all these threats are further described in the following sections,
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Table 7: Comparison of OCPP security features
(based on [36] and [35])

Security OCPP-v1.6 OCPP-v2.0.1
Encrypted POOIT . ng,h
. . (SSL/TLS is only (TLS in security profiles,
communication
recommended) but still HT'TP option)
Certificate
Management X 4
Security logs X 4
and events
I
SO 15118 X V4
support
Secure upload X High
firmware (no firmware verification) (but still non-secure option)
Digital X Poor
signatures (only for meter values, optional)
Medium Medium

Secure data

(HTTP(S) and FTP(S))

(HTTP(S) and FTP(S))

transfer , .
(FTP(S) is recommended) (FTP(S) is recommended)
Identity Poor Poor
and Access (only by an idTag) (new authentication methods)
Management (susceptible to S and (susceptible to S and E threats)
(IAM) E threats) (no authentication options)
X X
Store CVs . . . )
securel (Disclosure of credentials) (Disclosure of credentials)
Y (CVs could be tampered) (More CVs can be tampered)
Poor
. Medium ible malici
Limited remote (new possi .e. malicious
(CSOs, CSMS and external entities: EMSs,
access
manufacturers) CAs, web/mobile apps,
law enforcement personal)
. Poor
Medium

Secure charging

profiles

(susceptible to T threats)
(charging profiles controlled
by CSMS, CSs and CSOs

(susceptible to T threats)
(charging profiles tampered
by EMS, CSMS, CSs
(its CVs), CSOs and EVs)

Endpoint DoS

Poor

(measures only for CSs,

Poor

(measures only for CSs,

protection ) ) ) )
using the offline mode) using the offline mode)
. X X
Physical . . ) .
protection (Accessible public CSs) (Accessible public CSs)

(No applied measures)

(No applied measures)
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Table 8: Overview of OCPP security profiles in [36]

Profile CS CSMS Comm.
Auth. Auth. Security

1. Unsecured Transport | HT'TP Basic

with Basic Auth. Auth. ) )

2. TLS with HTTP Basic TLS auth. TLS

Basic Auth. Auth. using certificate

3. TLS with TLS auth. TLS auth. TLS

Client Side Certificates | using certificate | using certificate

Authentication (auth.). Communication (comm.)

but classified according to the STRIDE category set out in [32], and analyzed
taking into account the main OCPP-v2.0.1 features. To provide a preview
of these features, Tables 7-10 detail the main functionalities of the protocol.
For instance, Table 7 shows the main differences related to security issues of
v2.0.1 [36] with respect to v1.6 [35]. Similarly, Table 8 outlines the three possi-
ble security profiles according to the OCPP client-server model: (i) “ Unsecured
Transport with Basic Authentication” (with the “Identity” and “ BasicAuthPass-
word” Configuration Variables (CVs)), which does not include encryption and
is recommended only in secure networks, such as a Virtual Private Network
(VPN); (ii) “TLS with Basic Authentication” where the CSMS authenticates it-
self using a TLS server certificate, while the CSs are authenticated using “ HTTP
Basic Authentication”; and (iii) “ TLS with Client Side Certificates”, where both
the CSMS and CSs authenticate themselves using certificates. Meanwhile, Ta-
ble 9 summarizes the OCPP Use Cases (UCs), grouped by functional blocks,
and Table 10 lists the CVs that are susceptible to attack if they are disclosed
or tampered with. For reasons of space, only a subset of UCs and CVs, mainly
susceptible to STRIDE threats, have been collected, and are identified in more
detail in the following subsections.

3.2.1 Spoofing

Any impersonation involves first illicitly obtaining the security credentials or
identity (ID) of legitimate users to (i) gain unauthorized access to CS resources
(TC-5) or (ii) commit other subsequent attacks such as energy fraud (TC-7). If,
additionally, we explore the capabilities of OCPP-v2.0.1 to authenticate users
in the system, we note that in the authorization UCs (C functional block), it
collects the different authentication methods in a previous phase, before autho-
rizing the user to start the transaction in the CS. These authentication phases
are still susceptible to impersonation threats such as: (i) RFID tag cloning/theft
as also mentioned in [8], [16] and [38]; (ii) physical theft of the credit/debit card
or the parking ticket; (iii) disclosure or brute-force attack of a PIN-code; and
(iv) disclosure of the security credentials through malware infection in personal
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Table 9: Some potential threats to OCPP-v2.0.1 use cases

UCID | UC Name Description Attack/Consequences TRIDE
A Security Security requirements
A0l Update Basic CSMS may send a new value for Disclosure of the new credentials ST
Authentication Password the BasicAuthPassword Configuration Variable Tampering the credentials ST
; Update CS Certificate OMS - - Malicious CA sets an expiration date
A02 by OSMS CSMS may start a certificate update procedure vony elose t0 the ewrrent date (Do to CS) D
n03 Update CS Certificate CS initiates the process to update its key when Malicious CA sets an expiration date b
§ by CS it detects that the certificate will expire in one month | very close to the current date (DoS to CS)
B Provisioning Titics for provisi CSs
Connect a CS which is powering 1p to a CSMS A CS connect to a malicious CSMS SE
BO1 Cold Boot CS ’ a0 WICH 1S POWEHIE Up 1o & LIS A malicious CS connect to the CSMS SE
and provide the right state information T = -
A malicious CS forces continuous b
reboots (DoS to CSMS)
B0z, Cold Boot CS - Pending] Rejected status with the time Setting a high time interval value ™
B03 Pending/Rejected interval the CS must wait to resend the request (Do to CS)
B05 Sct Variables CSMS may change variables in the CS Tampering the configuration variables T
B06 Get Variables OSMS may retrieve the value of an aftribute for Disclosure of configuration variables 1
one or more variables of one or more components
Bos Get Custom Report CSMS requests a CS to send Disclosure of configuration variables I
all the configuration variables
B10 Migrate to new CSMS CS reboots and connects to a new CSMS Connect to a malicious CSMS and may be SE
deliberate configured by a malicious CSO
BII, Resct - With(out) o o Malicious CSMS or CSO continously
B12 Ongoing Transactions CSMS requests a CS to reset itsell requests a restart of the CSs (Dos to CS) b
© Authorization Ways to authorize a user
Using a RFID tag Cloning or stealing a RFID tag
Starts with a button There is no authentication
01-06 ) ) Using a credit/debit card Stealing a credit/debit card
€01-06 tion methods Using a PIN-code Brute-Torce attack
Using an APD, Tnjecting a malware
Using a parking ticket Stealing a parking ticket
c1o, N Authorize an EV driver by using the Authorization Tampering the cache and TE
g Authorization Cache . forcing the offline mode
ci1, cache while the CS is offline o
TSO requests to clear the cache
ci2 . TD
and forces offline mode
N - R - Adding an entry with a malicious ID p—
c13, N Authorize an EV driver by using the Local ) TE
. Local Authorization List ! ° - : and forcing the offline mode
cl4, Authorization List while the CS is offline : d a
Clearing the cntries of the list
Do1 : ! D
and forcing offline mode
o Offfinc authorization Allow automatic authorization of any unknown BV Unauthorized access forcing offlinc s
= of unknown ID driver while the CS is offline mode .
- Stop Transaction with Enable stopping of transactions by use of Stealing the Master Pass and
c16 ! o : ! o SDE
a Master Pass a Master Pass stopping the unauthorized transactions
F Remote Control Romote control management from the CSMS
FO03 Remote stop transaction | CSMS may stop an ongoing transaction of a CS | Stopping remotely the transactions D
© Availability CS informs the CSMS of its current availability
Goz Heartbeat CS sends a heartbeat after a configurable time Setting an incorrect date ™
interval. It is also used for time synchronization to desynchronize the time
Go4 Change Availability CS CSMS may change the availability of a CS Disabling the CSs D
to operative or inoperative mode
H Reservation Enable an EV driver to make a reservation of a CS
I An EV driver reserve an EVSE until a certain Setting a high expiry datetime at
Ho1 Reservation ‘ expiry time ‘ ReserveNowRequest message (DoS to CS) D
T Tariff and Cost Tt provides tariff and cost information to a driver
; Show Total Cost / Tt shows an EV Driver the running total Lying about the total cost/tariff -
102, 106 . N N . N S . ’ T
Tariff Information ost / tariff information during the charging information to the user
i Meter Values CS sends periodic clock-aligned MoterValues
: ; CS sends energy meter information about its Tampering meter values to desynchronize
; Sending transaction related : ¢ °
Jo2 Noton G transaction to the CSMS the energy monitoring TR
(meter values are signed optionally) (if they are not signed)
= Smart Charging A third party (Iike EMS) influences the charging
current/power transferred, or set limits
KOl Sct Charging Profilc [ _CSMS may change the power/current limits of a CS__| Tampering the energy limits D
y — " CSMS may clear some or all the charging profiles - — "
K10 Clear charging profile ‘ et o s Deconfiguring the charging profiles D
T Firmwarc CS operator updates the firmware of a CS
Non-Secure Firmware CS can download and install a Non-Secure firmware Tnstalling a malicious firmware in a CS -
L02 ) o . STRIDE
Update update from CSMS (c.g., backdoor, spyware, ransomware...)
i 1SO 15118 Support of certificate-based authentication between
Certificate M. EV and CS bidirectional communication
M04 Delete Certificates | CSMS requests the CS to delete its certificate | Tnsider requests to delete all certificates D
MO5 Tnstall Certificates | "CSMS requests the CS to mstall a new certificate | A malicious CA installs the certificates S
N Diagnostics Enabling remote diagnostics of problems with a CS
NOZNO6 | Sot/Remove Monitoring CSO can configure the monitoring parameters, ‘ A malicious CSO tampers the variables ™

such as thresholds to events, level security...

to produce malfunction or Do

UC ID: use case identifier in the OCPP-v2.0.1 specification.

The shaded rows represent the functional blocks where the use

16

cases are grouped




Table 10: Some potential threats to OCPP-v2.0.1 configuration variables

C fon variable Tse Attack Risks/C: STRIDE
RetryBackOffRepeat Times :V"““‘Z_“""' of connection attempts doubling the previous | . 1 oW yumber DoS to CSMS (TC-2) ™
RetryBackOffWaitMinimum i\‘::mul\m time waiting fo recomnect after a connection | (" T onT DeS to CS (TC-3) ™
WebSocketPinglnterval Number of ”f“’”;'“ between pings (only for WebSocket | . . 1 o\ pumber Do$ to CSMS (TC-2) ™D
HeartBeatTnterval Interval of inactivity after the CS sent the last Set a LOW number DoS to CSMS (TC-2) D
HeartbeatRequest
MaxEnergyOnlnvalidld Maximum amount of encrgy in Wh fo an unknown user | Set a HIGH value Encrgy fraud (TC-7) TDE
DateTime Current datetime, same as CSMS Set a C8 datetime different Desynehronisation (TC-8) TD
from CSMS Y
Tdentity o o - I ol .
B thPasssord CS identity and password (read only) Disclosure credentials €S spoofing (TC-4) sI
Start transactions
AuthEnabled Authorisation is required Set to FALSE in an unauthori STE
manner (TC-5, TC-7)
Start transactions
Sef JE a E:
AuthorizeRemoteStart Allow remote transactions by CSMS Set to TRUE and spoof in an unauthorized ™D
the CSMS -
manner (TC-5, TC-7)
Py —— Use Tocally-authorized IDs to start a transaction when | Set to FALSE and force the | Inability to authenticate wsers | o
~ocalau ¢ CS is offline offline mode (TC-2, TC-3, TC-6, TC-7)
Set to TRUE and force the | - {14
OfflineTxForUnknownIdEnabled Supports Unknown Offline Authorization il mode unauthorized manner (TC-5, STE
: TC-7)
AuthCacheLifetime Fow long a token expires and maximum number of Sct a LOW value and force | Tnability fo an ™
AuthCacheStorage bytes used the offline mode
LocalAuthListEntries Maximum mumber of entries and bytes used by Set a LOW value and force ™
LocalAuthListStorage the Local Authorization List the offline mode.
- — ac
MasterPassGroupld IdTokens belonging to the Master Pass Group ;‘\‘]‘#ik"::f utry with a malicious |\ orized manner (TC-3, | STDE
TC-5)
SmartChargingEnabled — TFraud (TC-7) and destabilize
8 o JE and connect to z
SmartChargingAvailable Allow external entities to control the charging profiles ::fl,t fl,ﬁ?i: : :111 («(:,‘:): L0 A | onergy resources (TC-3, TC-8, TD
ExternalControlSignalsEnabled e erna Y TC-10)
FileTransferProtocols List of supported file fransfer protocols Sct only FTP and HTTP Disclosure of data (TC-4) I
MessageAttemptsTransactionEvent Number of tries to submit a TransactionEventRequest | . . giGH pumber DoS to CSMS (TC-2) ™
to the CSMS
MessageAttemptInterval TransactionEvent, | Wit time of a CS to resubmitting a failed Set a HIGH value DoS to CS (TC-3) D
T ionEvent Request
MaxEnergyOnInvalidid Maximum amount of energy delivered when an IDfs | ¢\ g1G value Energy theft (TC-7) TE
aners “ unauthorized by the CSMS after start a transaction et i nersy
StopTxOnTnvalidld Stop an ongoing transaction when it is unauthorized | Sef fo FALSE Encrgy theft (TC-7) TE
SampledDataSignReadings iomed meter vale - AT Repudiation of transactions
AligmodDatas ! €S include signed meter values Set to FALSE (16 TR
TariffFallbackMessage om0 be shown 10 am BV drtvor Tic about the tariff and Fraud to the consumer T
TotalCostFallbackMessage cessage to be shown to an river total cost (TC-7)

devices if CT requests are via a web or mobile application.

The CCS is another vulnerable access point in the CI analyzed. If an attacker
succeeds in spoofing the central system and he/she is capable of gaining access
to resources, then he/she may be capable of disabling, manipulating and eaves-
dropping the communication with CSs (TC-[2-9]), and even controlling EMS
operations (T'C-1 and TC-10). Another way to attack communication channels
from the CCS to CSs is to conduct a Man-in-the-Middle (MitM). An attacker
first needs to impersonate the legitimate CSMS through one or several UCs of
the OCPP itself; especially, when a CS connects or migrates to a new malicious
CSMS (UCs B01 and B10). Once the CSMS has been spoofed, the attacker
may be able to remotely start and stop transactions — if this option is enabled
(“ AuthorizeRemoteStart” CV) — in order to deny service to CSs (TC-3). If,
addition, the OCPP configuration enables the CV options “SmartChargingFn-
abled”, “SmartChargingAvailable” and “ ExternalControlSignalsEnabled”, then it
is likely that an attacker can impersonate an external entity, such as an external
EMS, to connect to legitimate CSs. Consequently, a spoofed EMS might alter
energy profiles and limit the amount of current/power of CSs, in order to desta-
bilize energy resources (TC-3, TC-8, TC-10) or consume at a higher power than
is permitted (TC-7 — according to the new and corrupted charging profiles).

CSs are also susceptible to attacks due to their high exposure in public areas
[16]. Attackers may steal the ID of a victim CS in different ways. For example,
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(i) by tampering the CS device and extracting its ID through the OCPP CVs
related to “Identity” and “ BasicAuthPassword”; (ii) by stealing the credentials
of the client TLS certificate through a physical access to the CS (only if security
profile 3 is used and the private key is stored in plain text); (iii) by injecting logic
bombs such as spyware or rootkits; and (iv) by stealing or tampering the new
password through the A0l UC (see Table 9). A spoofed CS allows the attacker
to leak sensitive information managed by the CS itself (e.g., telemetry values,
users’ IDs, credentials, parameters) and the CSMS (e.g., OCPP transactions),
corrupting TC-4. This threat may even favor other subsequent attacks, such
as the unauthorized use of the CS and its connectors for charging (TC-5), or
change the CS parameters (TC-8 or TC-9). Moreover, legal stakeholders may
also stop any OCPP transaction if they use a Master Pass. This Master Pass
consists in a unique token (e.g., a master RFID tag) used by law enforcement
personnel to stop any (or all) ongoing transactions — e.g., to stop any ongoing
transaction when an EV has to be towed away. If this Master Pass is theft or
cloned, attackers may gain access to these critical operations, and could deny
service or the charging to users (TC-3 and TC-7).

3.2.2 Tampering

This threat refers to the attacker’s capacity to violate the integrity of OCPP
communication messages, databases or process of a CS. The first and most ob-
vious way to attack the OCPP protocol is to physically or remotely access the
OCPP client module of a CS in order to manipulate its CVs. Table 10 shows
a set of CVs that can be manipulated (except for “Identity” and “BasicAuth-
Password” which are read-only) to cause either a DoS (e.g., by decreasing the
heartbeat interval) or to gain unauthorized access to the system (e.g., by acti-
vating “ Offline TxForUnknownldEnabled” to access as a “legitimate” user when
the CS is in offline mode due to a previous DoS attack).

Another way to attack is through a MitM [8,16]. OCPP messages may
be manipulated from different standpoints. For example, attackers might: (i)
change the “meterValues” variable during a transaction (JO2 UC) to mislead
the CSMS about the total amount of energy consumed in a transaction, causing
fraud (TC-7); (ii) modifying a charging profile (K01 UC) to consume at higher
power and desynchronize energy parameters (TC-8); or (iii) alter the tariff and
cost messages during a transaction (I02 UC) to cheat the end user about the
total cost — making the victim pay more or less than expected (TC-7). To
avoid this situation, TLS-based peer-to-peer protection could help encrypt such
transactions. In this way, an attacker would first need to overcome this issue
considering the TLS weaknesses against MitM threats [43], [§].

Finally, energy-related threats have to be taken into account in MG systems.
Attackers can manipulate DERs for the purpose of misconfiguring installations
in order to extract energy from renewable energy sources, for example, by mod-
ifying the inclination of photovoltaic panels or turbine blades, leading to energy
inefficiency (TC-1, TC-8). As a consequence, storage systems may be overused,
causing their performance to degrade prematurely (TC-10). In addition, if the
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attacker varies the control set-points associated with voltage or frequency reg-
ulations, the electrical signal in the MG bus would be unable to comply with
international restrictions on voltage levels and/or operational frequency. This
may cause electrical damage to the CS components and even some computa-
tional problems (the frequency of the electrical signal may cause some timing
problems in the micro-processors). Smart meters, such as phasor measurements,
may also provide wrong measurements, which may lead to incorrect control com-
mands. These attacks may render the CS unable to meet the energy demand of
the users, thereby causing an impact on the real health of the power assets that
make up the MG. Any misconfiguration of the MG may even interfere with the
external power system, provoking further consequences.

3.2.3 Repudiation

Traditional repudiation attacks are triggered when a malicious entity claims not
to have performed an action that it did in fact perform, and the victim entity
is unable to verify the truth of the claim. To avoid this problem, the system
should contemplate the use of digital signatures to ensure the provenance of the
actions.

Thanks to the ISO 15118, CSs can manage digital signatures with informa-
tion related to metering in the EV part. Unlike OCPP-v1.6, the new version also
manages signed meter values when CSs need metering information exchange to
th CSMS (in OCPP security profiles 2 and 3). However, OCPP does not force to
the use of digital signatures, what repudiation attacks may arise. For example,
malicious customers may lie about the real metering values in the transactions
as stated in [8]. Also, if messages between the CSMS and CSs, and between the
EMS and CSs are not properly audited, when an error occurs in a CS due to
poor control of energy and charging profiles, the system may not determine the
responsible entity (e.g., the EMS or other external EMSs), or even the origin of
the error. Therefore, it is essential to use secure communications under digital
signature schemes to ensure accountability, traceability and authentication.

3.2.4 Information disclosure

Adversaries may exploit security breaches to steal sensitive information (TC-
4) and gain more detailed knowledge of the system, in order to subsequently
prepare more elaborated attacks. In CS, it is possible to lead this type of attack
not only at communication level but also in a compromised CS (e.g., through a
physical attack or a physical manipulation during the installation/maintenance
tasks), corrupting databases, registers and logs. From these information assets,
it is possible to extract or derive user IDs, security credentials, telemetry data,
energy consumption and cumulative power data, and vulnerabilities inherent in
the CS firmware — even if many of these are encrypted [21].

To launch a MitM attack on the OCPP security profiles (as also shown in
Table 8), the attacker must gain access to the private network. To do so, if
TLS (especially when the version is lower than 1.3) is applied (security pro-
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files 2 and 3), then the attacker must obtain the shared session key through the
already discovered vulnerabilities such as protocol downgrades, connection rene-
gotiation and session resumption. The work in [43] reflects these weaknesses,
which compiles a list of vulnerabilities found in the SSL/TLS protocols, while
the work [8] states several examples of threats in the TLS-based OCPP-v1.6.
Other data flows that may be threatened are charging requests to the CSMS
via the web or mobile app, or directly to the CS via technologies such as BLE,
NFC and RFID [4,5]. A MitM in these communications could leak sensitive
user information (e.g., IDs) to later impersonate him/her [49].

3.2.5 Denial of service

This threat disables the availability of system services and may cause significant
disruption and damage. This also means that if an attacker performs a DoS,
for example, on the communication with the authentication server, end users
will not be able to request CTs, interrupting the real energy charge in their
EVs (TC-2, TC-3 and TC-6). On the other hand, if the aim of the attack is
to interfere with OCPP transactions (e.g., through an on-path attacks such as
black holes, selective forwarding or gray holes, or replays [8,16]) or deny access
to the database of the CSMS or EMS, this can have even a greater impact by
causing loss of control of the DERs and CSs (TC-1, TC-2, TC-3 and TC-6).

As mentioned above, the OCPP protocol may be manipulated in order to
deny service to CSs or the CSMS. For example, a malicious CSMS or an at-
tacker with a Master Pass may stop other users’ transactions or even disable
the availability of CSs (F03, C16 and G04 UCs). In addition, if the attacker
changes the datetime parameter (“DateTime” CV) of a CS with respect to the
CSMS, it would lead to a desynchronisation, and, therefore, reserve transac-
tions would not start and stop at the corresponding time. Thus, the duration
of any OCPP transaction related to the starting of a charging would not either
correspond to the date-time parameter of the CSMS. Attackers may carry out
a similar attack with users’ IDs to exploit H0O1 UC and make massive reser-
vations of EVSEs with a high expiration date. This disables other legitimate
users from having the ability to reserve and use these reserved connectors by
the adversaries. Moreover, if an attacker carry out a DoS in the communication
channel between the CSMS and the CS to force the CSs enter into offline mode,
the attacker may take advantage of the offline authorization modes (C13 and
C15 UCs) to gain access the CS, as also noted in [8]. Attackers may achieve
this purpose through jamming, flooding, replay or massive sending of OCPP
heartbeats in short periods of time.

As for energy assets, attackers may be able to alter the EMS, the storage
systems or the communication between them so that the storage system is de-
liberately perturbed. The storage system may, e.g., be blocked to users while
the market price is high, i.e., when it is usually recommended to extract en-
ergy from the storage system. Moreover, DERs are connected to the MG bus
through power converters, whose operation is generally regulated through dig-
ital controllers. If attackers gain malicious access to the control and alter the
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activation signals of the converters or incorporate delays in them, it may cause
both the power converters and the energy source itself to operate with electrical
magnitudes (voltage, current and/or power) that exceed the maximum allowed.
This could result in damage to electrical components or even breakage (TC-
2). This vulnerability is also present in electrical storage systems. Controllable
loads (EVs or others) carry out their load according to an established criterion,
and a control is performed to evaluate the suitability of the load. Access to the
data on which these criteria are based may result in a failure to connect loads
to the grid. In the case of EVs, their charging/discharging process would not
be carried out. For example, adversaries may alter economic data and cause
this impact (in an electricity market-oriented scenario), or may also intention-
ally change data related to grid support services. On the other hand, if an
attacker modifies the operating set-points of the generators and loads — decided
by the EMS to ensure that the grid operates correctly in terms of voltage and
frequency — the MG could become unstable and, as a result, totally or partially
inoperative (TC-8, TC-10).

As highlighted in [8], DoS against power flows may also arise. In V2G net-
works, where the CI is equipped to enable bidirectional power transfer, attackers
may execute sophisticated attacks. They could prepare several synchronized at-
tack vectors on different CSs connected to the same power transformer at peak
demand hours (interval of highest demand in grid connection and use of CSs).
The aim is to extract power from the EV batteries, revert power on a massive
scale and cause significant local blackouts or damage to electrical equipment
(TC-9) in the MG or the external power system. For instance, energy storage
systems, loads connected to the MG (e.g., other EVs) or the converter to connect
to the power grid may seriously be affected.

3.2.6 Elevation of privilege

There are two ways to connect to OCPP-based ClIs: (i) as a user through a
website, mobile application or directly with the CS, where the only function-
alities are to reserve the connector of a nearby CS in order to charge his/her
EV battery; and (ii) as a CSO via the CCS, with control and configuration
functionalities over the CSMS and EMS. To gain unauthorized access by one
of these two means, attackers start by finding weak points through which they
may first penetrate the network. They then attempt to escalate privileges to
gain further permissions or access other sensitive systems.

In addition, there are two types of privilege escalation: horizontal and verti-
cal. In the horizontal mode, an attacker expands his/her privileges by accessing
the data of other accounts at the same level. For example, an attacker could
leak a legitimate user’s security credential and get unauthorized access to the
victim’s account to make charging requests with the victim user’s account. In
contrast, in vertical mode, an attacker can obtain such an access through an ex-
isting but compromised user account. The attacker starts from a less privileged
account until he/she gains the permissions of an IT/OT administrator. This
situation would correspond to one where the adversary, without permissions, is
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able to manipulate and add his/her ID to the local authentication list (C13 UC)
in order to later elevate his/her privileges as a legitimate user. Alternatively,
an attacker with user permissions could tamper with “ MasterPassGroupld” CV
and add his/her ID (like a “legitimate” stakeholder) to get the Master Pass per-
missions. In either case, and as an “authorized” user within the system, he/she
could exploit further UCs; e.g., to reserve power in an unauthorized manner
(TC-5), or take advantage of the Master Pass to stop any ongoing transaction
(TC-1-3, TC-8).

The three methods to authorize a user when the CS is in offline mode in
OCPP (corresponding to C functional block of Table 9) are (some already ana-
lyzed previously in [8]): (i) authorization cache, (ii) local authorization list, and
(iil) unknown offline authorization. The former maintains a record of IDs that
the CSMS has successfully authorized previously. An adversary could manipu-
late this cache to add a record with a malicious ID and force the offline mode
(with a subsequent DoS to the CSMS) to achieve unauthorized use of the CS.
The local authorization list has a list of IDs, which is periodically synchronized
with the list of the CSMS (D01 UC). A malicious CSMS or MitM could send
a tampered list with invalid IDs, and then force the offline mode to use these
invalid IDs, gaining unauthorized access to the CS. Finally, if the unknown of-
fline authorization option is enabled, a CS allows automatic authorization of
any unknown ID that is not necessarily in the local authorization list or autho-
rization cache. In this case, an attacker must first enable the “ Offline TzForUn-
knownldEnabled” CV to TRUFE; and under this situation the attacker may take
advantage of this modality to cause fraud. He/she may request unauthorized
CTs using an invalid ID when the CS is offline (C15 UC).

On the other hand, if an advanced adversary manages to elevate its priv-
ileges and gain access to the EMS or CSMS in a stealthy manner, it could
lead to greater consequences. Some of them have been mentioned above: (i)
inability to configure the MG (TC-1); (ii) disclosure of configuration data and
system status (TC-4); (iii) altering consumption data with the aim of economic
fraud (TC-7); or (iv) even desynchronizing system parameters (TC-8), putting
physical equipment and human lives at risk. CPSs, such as CS infrastructures,
increase the number of vulnerabilities due to: (i) the growing complexity of In-
dustry 4.0 communication technologies, combining wired and wireless networks;
(ii) their high exposure to external networks, where the CCS commonly con-
tacts external links over the Internet; (iii) increasingly extensive inter-network
communications, increasing the number of DERs and smart meters to take ad-
vantage of local renewable energy generation and demand management; and
(iv) the inheritance of vulnerabilities in established or growing tools, such as
the TLS and OCPP communication protocols [28].

Table 11 summarizes all the threat consequences found in each STRIDE
threat in a CSs-based MG. In addition, we can observe that T and D threats
have a direct impact on the generation and distribution of energy by the MG,
and therefore pose a higher risk to the system. In the following section, we will
evaluate each of the STRIDE threats on (c) and (e) using the DREAD model,
and then propose a list of countermeasures.
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Table 11: List of threat consequences for each identified STRIDE threat

STRIDE

Threat

Threat consequences

Energy

User spoofing
CSMS spoofing
EMS spoofing
CS spoofing

TC-5, TC-7

TC-[2-9]

TC-1, TC-3, TC[7-8], TC-10
TC-4, TC-5, TC-8, TC-9

T*

OCPP messages
OCPP CVs

DERs
Storage systems

TC-7, TC-8

TC-[2-3], TC-[5-6], TC-[7-8]
TC-1, TC-8

TC-10

AN

Meter values
Errors responsible

TC-7

OCPP messages
User-CSMS
User-CS
Databases

TC-4
TC-4
TC-4
TC-4

D*

User authentication
CSMS

EMS

CS

MG

Revert energy

TC-2, TC-3,
TC-1, TC-2,
TC-1
TC-1, TC-3,
TC-2, TC-8,
TC-9

TC-6
TC-6

TC-6
TC-10

NN

E

User authorization
Admin in CSMS

TC-5, TC-7

TC-4, TC-7, TC-8

*T and D threats directly affect MG power generation, distribution and storage

Table 12: DREAD criteria (based on [24])

High || [8.0, 10.0]

Medium || [5.0, 8.0)

Low || [1.0, 5.0)

Damage

Attacker is able to cause
severe damage to the system;
modify CVs; send operations
to the CSs

Disclosure of sensitive data
(user IDs/CVs/user consumptions);
cause minor damages such as energy
theft and economic fraud

Disclosure of non-sensitive data;
(telemetry values, public data)
the attack cannot be extended to
other devices

Reproducibility

The attack can be carried out at any
time and in any situation

The attack can be carried out at
certain conditions (e.g., in during
peak demand hours)

Even if the vulnerability exists, the
attacker is unable to carry out the
attack (e.g., private CSs in a secure
location)

Exploitability

The attack does not require security
knowledge. It can be performed by a
novice, skilled and expert adversaries
in a short time

The attack requires a low level
of security knowledge. It can
be performed by a skilled

and expert adversaries

The attack requires a extremely lovel
of security knowledge and in-depth
knowledge of the system. It can be
only performed by an expert adversary

Affected users

The whole system is affected
(CSs, CCS, MG, EVs, users...)

Partial users/systems are
affected

The attack only affects the
target entity

Discoverability

System and net. vulnerabilities are
known and the attacker has a
to relevant infor. to exploit them

System and network vulnerabilities
exist, but are not known to the
attacker

The attack has been identified
and its vulnerabilities have
been patched
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3.3 DREAD model for threat assessment

DREAD provides a mnemonic for the classification of security risks using five
categories: Damage, Reproducibility, Exploitability, Affected users and Discov-
erability. Table 2 (in Section 3) details the evaluation procedure and description
of each of the DREAD categories. There are different quantitative evaluation
methods for this model. In this case, we have followed a variant of the procedure
proposed by Microsoft [3]. We evaluate each STRIDE threat in each component
with respect to each DREAD category with a value from 1 to 10, where 1 is a
low impact and 10 a high-risk threat. After this, we make a weighted average for
each STRIDE threat, thus obtaining a numerical value that indicates the level
of risk in the system as a whole. In addition, in order to provide a qualitative
risk analysis, we establish a list of criteria that relate the evaluations to the
rating values. The qualitative risk analysis is based on experience. In this case,
we have classified the risk levels as high, medium and low following the criteria
proposed by Kavallieratos and Katsikas in [24]. These criteria are also defined
in Table 12.

In order to assess the risk, we consider the threats classified in Table 11
(cf. Section 3.2). For each of these threats, each of the criteria established by
DREAD are scored manually with a score from 1 to 10. In this case, the risks are
analyzed in terms of the impact and consequences on CSs, leaving aside other
related infrastructures, such as the MG, to reduce the scope. Moreover, Table 13
reflects the results of this assessment analysis, where T and D (which directly
affect energy) correspond to the highest risk threats in Cls. This table also
shows how a tampering or DoS leads to major impacts on the system (high risk
in Damage and Affected users criteria) and could also be executed by adversaries
without detailed security or network knowledge (high risk in Reproducibility,
Exploitability and Discoverability criteria). This analysis coincides with the
preservation of integrity and availability requirements that are essential in any
ICS, and which correspond to T and D in the STRIDE model (cf. Table 1).

On the other hand, S and E threats present a medium level of risk, except
for two that are high risk (“CS spoofing” and “OCPP CVs”). As the previous
cases, a spoofing or elevation of privileges could have major consequences for
the organization, such as fraud, unauthorized access, inefficient operations or
energy destabilization. However, for these threats, adversaries require greater
cybersecurity expertise (low risk in Exploitability criterion) and, in addition, the
threats could be partially/fully covered by appropriate defense measures (low
risk in Discoverability criterion), such as security policies, identity management,
principle of least privilege, etc. In contrast, R and I threats present the lowest
risk. R is easily addressed through the use of digital signature and I is also
controlled with the correct use of TLS or VPNs. Note that these measures are
already addressed in the OCPP-v2.0.1 protocol with security profiles 2 and 3,
strongly affecting the Discoverability criterion of the DREAD model. Other
significant DREAD criteria, which influence the low risk assessment of these
threats, are Damage and Affected users.

Overall, threats directly related to CSs present a high level of risk, mainly due
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Table 13: Cyber and energy risks in each identified threat using DREAD

STRIDE | Threat

)
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Risk

User spoofing
CSMS spoofing
EMS spoofing
CS spoofing

OCPP messages
OCPP CVs

T DERs

Storage systems
Revert energy

Meter values
Errors responsible

OCPP messages
User-CSMS
User-CS
Databases
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to their high exposure to the public. The fact that CSs are generally deployed in
open environments makes them more prone to physical attacks, whether natural
or intentional. Reproducibility, Exploitability and Discoverability criteria of the
DREAD evaluation model are highly affected in these threats. Table 13 clarifies
that “CS spoofing”, “OCPP CVs” (the variables are stored in the CS) and “DoS
to the CS” are the threats with the highest risk in each of the corresponding
STRIDE categories.

4 Recommendations for mitigation

This section explores a set of recommendations to address the threats discussed
in the previous section, and especially those related to D and T together with
those presenting high and medium risk (> 5.0) in Table 13.

4.1 Priority recommendations for risks [8.0, 10.0]

As stated in the previous section, the most potential threats are those related
to “DoS to CS”, manipulation of “OCPP CVs” and “CS spoofing”. These three
threats require OCPP transaction-level protection and especially for A01 UC.
For this protection, it is advisable to force the use of mutual authentication via
TLS using certificates in the CS and CSMS (security profile 3 in OCPP-v2.0.1).
Although this action avoids any disclosure or manipulation of identification vari-
ables (such as Identity and BasicAuthPassword), the TLS version also influences
the protection process, where it is also recommended to apply TLSv1.3 or re-
lated protocols such as IPSec. On the other hand, as CSs are generally deployed
in open and public environments, TLS certificates (included private keys stored
in plain text) may also be easily manipulated through a physical access. In these
circumstances, it is necessary to foresee a surveillance plan (e.g., installation of
cameras), as well as the deployment of CSs enabled with shock-resistant casings
and SW-based anti-tampering solutions to prevent not only access to keys and
certificates, but also illicit modifications [16].

Any DoS also has a significant social and economic impact, so it is essential
to activate redundant mechanisms that facilitate not only the permanent con-
nection to the CSMS, but also the authentication and authorization of legitimate
users. To do this, it is essential to (i) address mainly redundant architectures
in terms of communication and services, such as the use of proxies around the
CSs (or in the local controllers), and to (ii) periodically update the list of users
(with unique IDs) who have permissions to charge their EVs. In this way, it is
possible to facilitate the authorization of legitimate operations with the CSMS
when stations lose connection with the central system. Likewise, the official
authorities, owners of the Master Pass, must follow training programs to avoid
denials of service, caused by themselves or by others who may have stolen the
Master Pass. One way to detect these unfortunate situations, caused mainly by
lack of knowledge or training, would be through reputation mechanisms capable
of identifying irregular behavior at the user level (lack of interest or knowledge),
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Table 14: Priority recommendations for potential threats in OCPP-v2.0.1

Threat Priority | Related Mitigation action Benefiting  Reducing
UC IDs
TLSv1.3 under OPCC security profile 3 or IPSec to avoid MitM actions R| C,LA AU
Tash functions to verify the lutegrity of SW components i CSs R T
F03 [ Digital signature for cach OCPP transaction, or the usc of MAC functions R| NR, AUT
C16 [ Periodic update of the list of users authorized to charge energy i CSs. AU, AUT
Hi G04 [ Redundant mechanisms (e.8., proxics, communication Iinks) to prevent on-path attacks or
igh A, AU
Do to CS (0.58) 102 | authentication in offline mode
- H01 [ Continuous mamntenance and cortification of TW/SW componcnts R AT
€13 [ Reputation o cstimate anomalous user and devic beliaviors A L AK
C15 [ Data traccability to dotect occasional or frequent deviations i one or more ransactions R LA AU, AT
Surveillance and tamper-resistant constructions R | Safety, [
detection and dynamic event Systems R| C.LA AU
TLSvI3 under OPCC security profile 3 or IPSec to avoid MitM actions R| C.LA AU
05 | Enciyption of sensitive data (e.g, OCPP CVs, 1Ds] C
Manipulation Hih JO» | Hash fnctions o verify the infegrity of SW components and dafa in CSs R T TC-5, TC-6,
of (8%) Kor | Disital signature for cach OCPP {ransaction, or the use of MAC Runctions R| NR AU, I_| TC-7, TC-8;
OCPP CVs ) lop | Data traceability to detect occasional or frequent deviations i one o more transactions R LA AU AT | L1,12
“ [ Surveillance and tamper-resistant_constructions R 13,
Dingnostics, detection and dynamic event management systems R| C.L
TLSvL.3 under OPCC security profile 3 to avoid using identification CVs (Identity and Rl CLaav
BasicAuthPassword) and MitM actions, or IPSec oA Ay
High 3 of unique IDs for cach user, device and transaction R | AU, AUT
CS spoofing ® A01 [ Digital signature for cach OCPP transaction, or the usc of MAC fu R| NR, AUT
Surveillance and tamper-resistant constructions R | Safety [
detection and dynamic event g Systems R| C.LA AU
Periodically validate power components to verify compliance with regulatory frameworks and i
. international constraints on voltage levels and operational frequency Safety, 1 TC-1, TC-8,
Manipulations of | /o NO3-NOG |5 T i oyt e SR AT T
DERs and stonage | Medium | 0 ontinuous maintenance and certification of eneray components afety, &, 1 ;
(7.4-6.4) Data traccability to detect or Trequent T encrgy and G R LA AU AT | 1,12,
systems K10 oo :
¥ Surveillance and tampe ant_constructions R alcty, 1| 13
Diaguostics, detection and dynamic event Systems R C.LA AU
TLSv1.3 under OPCC security profile 3 to authenticate cach part (CSMS, EMS, CS) or IPSec R| C, LA AU
of unique IDs for each user, device and transaction R | AU, AUT
User, CSMS N C01-06 | Awarencss to end users about the importance of protecting their credentials and sccurity 1Ds TC-[1-10];
Medium . ;
and EMS (6072 | B0l [Awareness to human operators about the mportance of profecting the ecosystem L1, I-2
spoofing : B10 s control to the CS under the principles of lcast privilege, and avoid escalation of privilege
Digital signature for cach OCPP transaction, or the use of MAC functions R
Di ics, detection and dynamic event Systems R
TLSvL.3 under OPCC security profile 3 to cach part (CSMS, CS) or IPSec R
Valid Tocal authorization lists composcd of unique IDs associated with legitimate entitics and
User authorization cig [ received from a valid GSMS
Medium Avoid as much as possible the authentication in offiine mode, and deploy proxies that manage N
and admin in P Cl15 s AU, AUT
(686.6) | g | access control via the CSMS
Tcast privilege principles and scgmentation of functions (o avoid escalation of privilege R | AU, AUT
Digital signature for cach OCPP transaction, or the use of MAC functions R | _NR, AU I
Di ics, detection and dynamic event Systems R| C.LA AU
TLSvL.3 under OPCC security profile 3 to icatc cach part (CSMS, CS) or IPSec R| C.LA AU
Information Medium | BO6 [ Encryption of sensitive data (c.g., OCPP CVs, IDs) R C TC-4;
disclosure (585.0) | BO8 [ TLeast privilege principles and of functions to avoid escalation of privilege R| AU AUT | 13,14
Privacy-cul ios and Tor the CSMS and EMS R | _C, privacy

C: confidentiality, I: integrity, A: availability, AU: authentication, AUT: authorization, NR:
non-repudiation, AK: awareness and knowledge, R: countermeasure repeated by some other action
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but also through mechanisms that enhance data traceability to identify at any
time the use and misuse of the Master Pass. In this case, we highlight the ca-
pacities of some disruptive technologies like blockchain since it guarantees data
immutability, traceability, auditability, and accountability [33,50].

Malware (in a CS, the CSMS or the EMS) is another threat that can cause
DoS. It can be detected by checking the integrity of each SW component. This
type of verification is also critical to deal with manipulations to OCPP CVs
(B05 UC). Not only encryption schemes are useful to prevent direct access to
their content, but also the traditional use of Message Authentication Message
(MAC) functions and hash functions (e.g., SHA-256 / SHA-512) can be useful.
The latter can even help the CS to (i) not only verify the integrity of each
variable, but also to (ii) manage digital signatures for each OCPP transaction,
ensuring authentication, non-repudiation and accountability. In other words,
any action performed in the CS, including those performed after authentication
in offline mode (C13 and C15 UCs), could be logged and linked. This also
means that each entity (including the device/process or a transaction) within
the organization has to have a unique ID to link operations and actions.

Specific mechanisms for HW and SW diagnostics and advanced detection,
supported by dynamic event management systems like the Security Information
and Event Management (SIEM) systems in the CSMS, could also facilitate local
and global monitoring of all these potential threats and enable the system to
make timely decisions [14]. These mechanisms usually rely on Machine Learning
(ML) algorithms to predict any deviation in the normal status of control compo-
nents and their behavior [12]. Depending on the capabilities of the devices that
integrate them, the selection of the model can vary. The authors of the work [6]
determine that decision trees, fuzzy logic, rules, statistics and clustering may be
good candidates for detecting anomalies in very limited devices. Moreover, SW
agents and additional (current, voltage, phasor and power) sensors acting as
inspectors can be integrated as part of a distributed or collaborative detection
system [12,16] to extend the input data for these techniques, and ensure greater
accuracy in detection processes. The goal could be, for example, to identify if
there is an illogical physical correspondence that may affect the actual avail-
ability of the CS, and may be strong evidence of a possible attack or accidental
threat. In this sense, reputation measures at device level can also be a good
approach to estimate when maintenance actions should be launched and plans
should be reviewed accordingly.

4.2 Priority recommendations for risks [5.0, 8.0]

As can be seen in Table 14, most of the countermeasures are transversal to all
UCs — those marked in the table with the symbol R —, including those counter-
measures considered of medium risk. From the table, we also note that access
control should follow solutions that prevent offline authentication modes. This
requires maintaining the connection to the CSMS using, for example, redundant
mechanisms as mentioned above, and validating any connection with external
entities, via TLS with certificates and digital signature in each transaction.
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On the other hand, continuous maintenance and certification of energy compo-
nents (DERs and storage systems) is also relevant to guarantee the availability
of minimum services to the end user. In this sense, anomaly-based detection
mechanisms and diagnostics with support in blockchain networks for traceabil-
ity of anomalies can also be incorporated to predict variations in the behavior
of critical components (e.g., caused by failures or by malicious CSOs - related
to the N03-N06 UCs). This information can even feed to other analytics of the
EMS to, for example, (i) favor the smart charging procedures and their profiles
(related to K UCs), or (ii) optimize existing resources in the EMS. The latter is
relevant for managing MG controller set-points; increasing run-time may mean
that this power system is not scalable. Instead of this centralized approach,
an alternative could be the implementation of distributed control algorithms.
Coordinated and distributed control algorithms make use of the information
sent by the immediate neighbors in the MG topology and incorporate them
into the optimization sub-problem to reach the optimum solution with an iter-
ative process [19]. For instance, several CSs may exchange data related to their
current operation, which may help the local controllers to decide their best set-
point. In this way, the data integrity weaknesses that the control algorithm
must withstand are limited to a smaller area.

Last but not least, it is necessary to protect any OCPP data, either during
its transfer (related to the B06a dn B08 UCs) or its storage in the CS, CSMS
or the EMS. As indicated above, not only TLS or IPSec should be part of
the future EVCI designs, but also cryptography primitives should be part of
the encryption processes of any sensitive data in the CS, the CSMS and the
EMS. Depending of the data volume and the analytic models applied, privacy-
enhancing technologies should be contemplated to protect user privacy [8]. In
general, CCS systems, and especially CSMS and EMS, manage multiple types of
data (e.g., consumption per zone) whose access can help attackers infer private
information, even if it is encrypted [21]. In addition, attackers can also deduce
users’ routine patterns by observing how frequently the CSs are used. Thus,
more research remains to be done on techniques that (i) intensify the randomness
of resource usage and device location within the infrastructure, and (ii) obfuscate
the OCPP transactions to protect real consumption.

4.3 Other essential recommendations

To complement the detection processes identified in the previous section, both
CSs and CSMSs must be able to automatically estimate and manage poten-
tial risks [14]. This means that the consequences of malicious interactions of
(trusted) third parties, lack of physical and logical protection, and lack of test-
ing on critical resources can be prevented by dynamically calculating potential
risks. For proper governance, it is also mandatory to comply with regulatory
frameworks, establish security controls and follow current strategic and organi-
zational procedures according to current standards. Through these standards,
it is possible to harmonize and incorporate new approaches (whether on the
CS side, the CSMS or the EMS) complying with international and national
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regulatory schemes, and especially those related to the energy sector.

As mentioned above, any record can be considered a good practice that
benefits the operation of other systems (e.g., STEMs) and the governance of an
organization. Through these records, it is possible to derivate security breaches
by verifying the compliance with regulatory frameworks and plans. For exam-
ple, updating of CS firmware is often a priority requirement within maintenance
plans, and should be carried out with care, first verifying the CSMS certificate
(source of the download) and firmware signature (as recommended in LO1 UC
instead of L02). As is evident, these solutions, and others mentioned through-
out this paper, can demand high computational and storage resources to enrich
analysis processes and improve decision making, impacting (in some way) the
operational processes of each CS. Charging stations are often equipped with
limited cyber-physical elements [6] which forces the scientific community to
continue researching on solutions that are based on effective and lightweight
approaches in order not to clash with operational requirements.

5 Conclusions and future work

This work comprises a risk assessment analysis with application to charging
infrastructures connected to MGs under the control of the OCPP-v2.0.1 proto-
col. The analysis, based on the combination of the traditional methodologies
STRIDE-+DREAD and denoted in this work as SD°t® — ¢, control and e, energy
—, has proven to be a feasible tool for classifying and prioritizing threats. The
results indicate that tampering and denial of service pose the greatest risks,
which in turn confirms that integrity and availability requirements in critical
systems are essential to ensure control of operations and availability of minimal
services, such as energy. We also believe that SD°T¢ can be applied to other
critical systems where energy and computing elements are jointly managed, giv-
ing a broad and useful perspective of vulnerabilities and threats to be faced. As
a complement to this study, the paper also adds a set of recommendations for
mitigation, established according to the risk analysis of SD°™¢ and priorities.

As future work, we intend to extend the study to contemplate new charging
scenarios, such as bidirectional charging networks (V2G) and wireless charging.
These types of scenarios present new threats, electronics, control and power
flows, which have not yet been analyzed in the literature.
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