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Abstract. Cloud computing is becoming a key IT infrastructure technology be-
ing adopted progressively by companies and users. Still, there are issues and un-
certainties surrounding its adoption, such as security and how users’ data is dealt
with that require attention from developers, researchers, providers and users. The
A4Cloud project tries to help solving the problem of accountability in the cloud
by providing tools that support the process of achieving accountability. This paper
presents the contents of the first A4Cloud tutorial. These contents include basic
concepts and tools developed within the project. In particular, we will review how
metrics can aid the accountability process and some of the tools that the A4Cloud
project will produce such as the Data Track Tool (DTT) and the Cloud Offering
Advisory Tool (COAT).

1 Introduction

Cloud computing is an evolving technology that is adopted progressively by companies
and users creating a vast market. Still, there are issues and uncertainties surrounding its
adoption, such as security and how users data is dealt with that require attention from
developers, researchers, providers and users. It is essential that there are tools and mech-
anisms available that can help providing trust in the cloud. According to the definition
provided by the A4Cloud project [3], Accountability consists of defining governance to
comply in a responsible manner with internal and external criteria, ensuring implemen-
tation of appropriate actions, explaining and justifying those actions and remedying any
failure to act properly. The A4Cloud project will then provide the tools and mechanisms
needed in order to achieve accountability for cloud providers and users. The develop-
ment of these tools come first from a conceptual level to go then into the development
level. In this paper we will describe the problem of accountability and how the A4Cloud
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project is addressing it. In particular, it will be very useful to have mechanisms that de-
termine in a quantitative or qualitative way how transparent a service provider is. Thus,
defining metrics can be useful for determining accountability. In order to elicit these
metrics, we introduce the process that we follow. This process consists of a top-down
approach for the identification of concepts to measure and a bottom-up approach that
serves as a way to provide evidence, based on existing controls [1, 2, 5].

The mechanisms that the A4Cloud project introduces are implemented through a set
of tools that are introduced in this paper. These tools cover different aspects that include
regulatory aspects, socio-economical or legal aspects. In this paper we will concentrate
on two specific tools within the toolset of A4Cloud: the Data Track Tool (DTT) and the
Cloud Offering Advisory Tool (COAT). The DTT aims to provide information to the
users about how their personal data is dealt with. The COAT tool helps users deciding
about the best cloud service provider to use by reconciling the users’ requirements on
transparency, legal terms, privacy or security with those offered by the providers.

The structure of the paper is as follows. In Section 2 we introduce the problem of
accountability and how the project A4Cloud can help solving it. Thus, Section 3 de-
scribes how defining metrics can be useful for aiding achieving accountability. Section
4 gives a general overview on the A4Cloud tools and the following sections describe
two of them. In particular, Section 5 describes the Data Track Tool (DTT) and Section 6
the Cloud Offering Advisory Tool (COAT). Finally, Section 7 concludes the paper and
outlines the future research within A4Cloud.

2 The Objectives of the A4Cloud Project

A4Cloud’s goal, among others, is to understand what users need to trust a cloud provider
with their personal data. A4Cloud focuses on the accountability for cloud and other
future internet services as the most critical prerequisite for effective governance and
control of corporate and private data processed by cloud-based IT services. The project
goal is to increase trust in cloud computing by devising methods and tools, through
which cloud stakeholders can be made accountable for the privacy and confidentiality
of information held in the cloud. These methods and tools will combine risk analysis,
policy enforcement, monitoring and compliance auditing. They will contribute to the
governance of cloud activities, providing transparency and assisting legal, regulatory
and socio-economic policy enforcement. The A4Cloud project has four interlocking
objectives to bring users, providers, and regulators together in chains of accountability
for data in the cloud, clarifying liability and providing greater transparency overall to >:

1. Enable cloud service providers to give their users appropriate control and trans-
parency over how their data is used.

2. Enable users to make choices about how cloud service providers may use and will
protect data in the cloud.

3. Monitor and check compliance with users’ expectations enforce business policies
and regulations.

4. Implement accountability ethically and effectively.

> The description is taken from the official documentation of the project



3 Accountability Metrics

One of the important aspects behind the accountability concept is the ability of an or-
ganization to demonstrate their conformity with required obligations [4]. The concept
of Accountability goes beyond behaving in a responsible manner, and deals also with
showing compliance and providing transparency to the internal process of accountabil-
ity provision. One of the goals of the A4Cloud project is the demonstration of this
through the measurement of the degree of such conformity and the provision of mean-
ingful evidence. Thus, measurement becomes an important tool for assessing the ac-
countability of an organization by external authorities (and organizations themselves,
in the case of self-assessment).

If we are interested in assessing how accountable an organisation is we should pro-
vide techniques for measuring the attributes that influence accountability. How much or
to what extent they should be measured is a key issue. One of the goals of A4Cloud is
to develop a collection of metrics for performing meaningful measures on the attributes
that influence accountability.

3.1 The Role of Metrics in Accountability

Measured serviceT is include in the definition of cloud computing given by NIST [12]
as one of its main characteristics. This characteristic is defined as the capacity of cloud
systems for measuring aspects related to the utilization of services, in order to provide
automatic control and optimization of the usage of cloud resources, and ultimately, to
support transparency and enhance trust of cloud users with regard to cloud providers.
Metrics in cloud computing environments are also of paramount importance for other
reasons. For instance, metrics can also be derived on the consumer side, enabling cloud
users to monitor the quality of service of the cloud provider and to verify the compliance
of agreed terms. Metrics are also a tool that facilitate the decision making process of
cloud consumer organizations, as they can be used for making informed decisions with
regard to the election and evaluation of cloud providers.

As for cloud service governance, metrics are very useful means for assessing per-
formance of operational processes and for demonstrating the implementation of appro-
priate practices through the provision of quantifiable evidence of the application of such
practices. Metrics also support accountability governance and can be used as an instru-
ment for identifying strengths and weaknesses in the security and privacy mechanisms
in place. From the perspective of the accountability framework, metrics are a means
for demonstrating accountability, through the provision of quantifiable evidence of the
application of proper practices and the performance of operational processes. This way,
progress in the implementation of accountability practices can be justified in a quanti-
tative way.

3.2 Eliciting Metrics for Accountability

In order to measure the accountability attributes we need to have a clear target of the
aspects of the attributes that are to be measured. The definitions of the attributes are
in some cases vague, subjective or ambiguous, thus it is difficult to measure specific



aspects. We need a suitable model that allows us to identify measurable factors from
the definitions of the attributes. Once these specific factors are identified we need to
derive metrics for them based on the analysis of existing control frameworks. Thus, the
process of eliciting accountability metrics consists of two complementary approaches:

— A top-down approach. This approach is based on the definition of a Metamodel for
Accountability Metrics, to aid during the initial phases of the elicitation of metrics.

— A bottom-up approach. It is used for complementing the previous one, based on the
analysis of relevant control frameworks.

Metrics Metamodel The goal of the metamodel for eliciting accountability metrics
[13] (see Figure 1) is to serve as a language for describing accountability attributes
(property in the figure) in terms of entities, evidence and actions, and metrics for mea-
suring them. In this metamodel, metrics are defined in two kinds of central inputs: evi-
dence and criteria. We claim that any assessment or evaluation (i.e, a metric) can only
be made using as input some tangible and empirical evidence, such as an observation,
a system log, a certification asserted by a trusted party, a textual description of a proce-
dure, etc. That is, a metric does not directly measure a property of a process, behaviour,
or a system, but uses the evidence associated with them in order to derive a meaningful
measure. On the other hand, criteria are all the elements that convey contextual input
that may constrain what should be measured, such as stakeholder’s preferences, regula-
tions and policies.
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Fig. 1. Metrics Metamodel

This top-down approach is useful for reasoning about high-level concepts such as
Accountability, however, it does not guarantee to reach measurable concepts. Actually,
the value of the proposed metrics metamodel lays principally in aiding to correctly



identify and specify the subconcepts that are relevant or influence the Accountability
Attributes, rather than being a method for extracting relevant metrics. For this reason,
we need a complementary strategy.

Besides evidence and criteria the metamodel includes other elements such as prop-
erty, which refers to the accountability attributes; goal that refers to a high-level descrip-
tion of the property that is modelled; entity, which is a physical or conceptual objects
that performs an action; and metric, which is an evaluation method for assessing the
level of satisfaction of a non-functional property in a quantitative or qualitative way, on
the basis of evidence and contextual criteria.

Bottom-Up Approach Control frameworks that are relevant for accountability, such as
the Cloud Control Matrix [2], the Generally Accepted Privacy Principles [1], and NIST
SP 500-83 [5], are specifically designed for covering the categories of mechanisms that
implement security, privacy and information governance. For this reason, it is fair to
assume that they can be used as sources of evidence from where metrics can be derived.
Thus, we can use the application of these frameworks for audit records as evidence for
deriving metrics. The steps of the bottom-up approach are as follows:

1. To analyse relevant control frameworks in the light of Accountability Attributes.
The goal of this step is to select those controls that influence Accountability.

2. To study the nature of the control, in order to identify whether there is any quantifi-
able element in the description of the control that is susceptible to being measured.
Qualitative elements may be identified too, if they have at least an ordinal nature.

3. To define a metric that measures the identified elements, using the qualitative or
quantitative elements identified in the previous step.

4. To check that the metric supports the concept of Accountability and, in particular,
the Accountability Attribute to which is related to.

4 An Overview of the A4Cloud Tools

The A4Cloud project has developed a conceptual model for accountability in [9], which
defines accountability attributes, practices and mechanisms and how they relate to each
other. The accountability mechanisms incorporate legal, regulatory, socio-economic
and technical approaches, which are integrated into a framework to support an account-
ability -based cloud approach to cloud data governance and are functionally classified
into preventive, detective and corrective.

In this paper, we focus on the A4Cloud toolset, which provides implementations
for these mechanisms. The tools comprising this toolset are designed considering the
existing gaps in accountability practices, thus, they aim to implement those functions
of the accountability mechanisms, for which little or no support was found to exist out
there to complement current privacy and security mechanisms.

4.1 The Architecture of the A4Cloud Tools

The definition and the design principles of the toolset are based on the fact that each
A4Cloud tool addresses different elements of accountability, and may operate over dif-
ferent time scales, while interacting with data at different stages of its life cycle. In that



respect, the tools implementing preventive mechanisms investigate the potential risks
in cloud data governance in order to form policies and decide on relevant mechanisms
that should be enacted. The tools implementing detective mechanisms put in place de-
tection and traceability measures to monitor misbehaviours, such as policy violations,
in the normal operation of cloud processes. Finally, the tools implementing corrective
mechanisms provide notification and remediation, as a response to detected abnormali-
ties of the cloud service chains.
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Fig. 2. The high level view of the A4Cloud Toolset Architecture

The A4Cloud toolset is composed of eleven tools, as shown in Figure 2. The tools
can be further classified into five functional areas, according to the scope of each tool
and the functions provided in the three phases of the accountability framework. These
areas are analysed in the following lines.

The Contract and Risk Management area addresses the need for support in manag-
ing risks and cloud service contract selection in the context of accountability for clas-
sified data in the cloud. The respective tools serve a preventive role, which is realised
through two complementary mechanisms. The first one has to do with the assessment
of the risks associated with various facets of the cloud service consumption process, in-
volving personal and/or confidential data and elicitation of actionable information and
guidance on how to mitigate them, which is implemented through the Data Protection
Impact Assessment Tool (DPIAT). The evaluation of cloud offerings and contract terms
complements this mechanism, which is performed through the Cloud Offerings Advi-
sory Tool (COAT), with the goal of enabling a more educated decision making on which
service to select.

The Policy Definition and Enforcement area hosts two tools that supplement the
tools in the previous area as preventive mechanisms to support accountability. In this
category, we introduce the Accountability Lab (AccLab), as a tool, which translates
human readable accountability obligations expressed in Abstract Accountability Lan-
guage (AAL) [8] into an A4Cloud specific lower level machine-readable accountability



policy language, called Accountable PrimeLife Policy Language (A-PPL) language. On
top of it, we provide the Accountable PrimeLife Policy Engine (A-PPL Engine), which
enforces data handling policies and actions, as they are specified in A-PPL, which takes
the form of a sticky policy that travels with the data downstream [8].

Moving to the implementation of the detective mechanisms, the Evidence and Val-
idation category of tools offers accountability by implementing mechanisms for the
monitoring of the appropriate software resources to control and verify the account-
ability policy-based operations occurred in complex cloud service provision chains.
This is enabled through the Audit Agent System (AAS), which enables the automated
audit of multi-tenant and multi-layer cloud applications and respective infrastructures
for compliance with accountability policies, using software agents. Furthermore, we
automate the collection of evidence, describing how data transfers comply with data
handling policies within a cloud infrastructure through the Data Transfer Monitoring
Tool (DTMT). In this category, we, also, include the Assertion Tool (AT) that ensures
the validation of the A4Cloud tools through a test case-based methodology, during the
development and deployment of accountability mechanisms.

In A4Cloud, we put particular emphasis on enabling individuals, whose personal
data are collected and/or processed by cloud service providers, to take control over
how these data are exploited along cloud service chains. To this direction, we introduce
Data Track (DT), which is used by data subjects to get a user-friendly visualisation
of all personal data they have disclosed to cloud service providers, with the additional
capability to rectify data if necessary. DT embeds a Plug-in for Assessment of Policy
Violation (PAPV) that provides an assessment on the criticality of previously detected
policy violations. In order to secure the communication between these subjects and the
cloud providers, the A4Cloud toolset offer the Transparency Log (TL), as a privacy-
preserving channel to facilitate offline data exchange as well.

With respect to the implementation of corrective mechanisms, the architecture of the
A4Cloud toolset introduces the Incident Management and Remediation functional area,
which supports accountability through the Incident Management Tool (IMT) and the
Remediation and Redress Tool (RRT). IMT generates notifications on detected anoma-
lies and violations in cloud services, while RRT assists cloud customers in requesting
appropriate remediation and implementing respective redress actions.

4.2 Tools Collaboration for Accountability Support

In this section, we describe the accountability information flow, depicting the tools de-
pendencies and their interaction for implementing accountability along the three phases.
Thus, the tools in the A4Cloud toolset generate accountability specific data objects,
which are shared among them to accomplish the respective functions laid on the pre-
ventive, detective and corrective mechanisms. The flow of the accountability informa-
tion among the tools is depicted in Figure 3, which is achieved in a semi-automatic way
along the implementation of the accountability lifecycle processes.

As shown in Figure 3, the type of data that are collected from the data subjects drives
the definition of specific accountability obligations identified for the respective cloud
providers processing such data, which are analysed along with the privacy and security
requirements of the end users and the organisational level policies for providing security



in their services, such as access control and encryption. This information is exploited by
the tools of the Contract and Risk Management category to reduce the risks of the loss
of data governance in complex cloud service provision chains. The outcome of this tool
category is the impact assessment report, which elaborates on the privacy risks and the
proposed mitigation for a cloud service process chain, based on risk and trust models,
and the cloud offering report, analysing the privacy and security guarantees for given
functional features offered by cloud providers.

Given the outcome of the previous category, AccLab is used to compile the obli-
gations into A-PPL policies, setting the legal and technical conditions, under which a
cloud service that involves the processing of personal and/or business confidential data
is operating. The enforcement of these policies is handled by the A-PPL Engine, which
generates logs with respect to performed data handling actions against the rules of the
A-PPL policies.

These policies are used in the Evidence and Validation functional area to configure
the detection mechanisms applied in a cloud service chain. The functions in this tool
category exploit the logs produced by the external cloud resources, which are aggre-
gated in the form of evidence records, and produce an incident referring to an abnormal
behaviour of the cloud service chain with respect to the A-PPL policies. This tool cat-
egory, also, enables the cloud providers demonstrating their compliance to the policies
by generating audit reports, based on a collection of evidence.

The incidents are utilised by IMT to alert the cloud stakeholders about detected vi-
olations and formulate a set of corrective actions that could be undertaken in response
to the occurred incidents, through RRT, which could take the form of simple remedia-
tion reports, as shown in Figure 3 or actually redress. In parallel, the A4Cloud toolset
enables verification of the followed data handling processes by the cloud providers,
through a set of tools used to control the cloud subjects data disclosure in the cloud.
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5 Data Track Tool

As part of the European FP6 and FP7 research projects PRIME® and PrimeLife’, the
Data Track tool was developed [11, 14]. The PRIME Data Track tool was initially a
history function for keeping log records for each transaction in which a user discloses
personal data. Each log record included information for the user about which personal
data were disclosed to whom, for which purposes, which credentials and/or pseudonyms
have been used in the context of the disclosure as well as the details of the agreed-upon
privacy policy. These transaction records were stored at the user side in a safe manner
(protected by the PRIME core). The follow-up PrimeLife and A4Cloud projects have
extended the Data Tack to allow users to exercise their data subjects’ rights pursuant
to Art. 12 EU Data Protection Directive 95/46/EC to access their data at the remote
(cloud) services sides online and to correct or delete their data online if the service
provider allows it.

In its backend, the architecture of the Data Track consists of four high-level com-
ponents. First, the user interface component, which displays different visualizations of
the data provided by the Data Track’s core. Second, the core component is a backend
to the UI with local encrypted storage. Through a RESTful API, the core is able to pro-
vide a uniform view to the UI of all users’ data obtained from a service provider via
plugins. Third, the plugin component provides the means for acquiring data disclosures
from a source and parsing them into the internal format readable by the core. Fourth,
the Data Track specifies a generic API component that enables a service provider to
support the Data Track by providing remote access, correction, and deletion of personal
data. Based on the solution proposed by Pulls et al. [15], the transfer of data through a
service’s API can be done in a secure and privacy-friendly manner. By retrieving data
from different services through their provided APIs, users would be able to import their
data immediately into the Data Track and visualize it in different ways. The possibility
to immediately import data into the Data Track and visualize it is an important feature
that can add instant value to the tool and provide users with immediate gratification.

Usability tests of early design iterations of the PrimeLife’s Data Track already re-
vealed that many of the test users had problems to understand whether data records
were stored in the Data Track client on the users’ side (i.e., under the users’ control) or
on the remote service provider’s side (i.e., outside the user’s control). Therefore, in the
A4Cloud project, we have developed and tested an alternative Human Computer Inter-
action (HCI) concept consisting of graphical user interface (UI) illustrations of where
data is stored and to which entities data has been distributed (see [10], [7]). One main
motivation for this new Ul concept of so-called trace view illustrations is that graphical
illustrations of data storage and of data flows have the potential to display data traces
more naturally, like in real world networks.

% EU FP6 project PRIME, https://www.prime—-project.eu/
" EU FP7 project PrimeLife http://primelife.ercim.eu/
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Fig. 4. The trace view interface of the Data Track tool

The trace view visualization After several rounds of paper sketches and lo-fi mock-
ups, which were discussed and refined with the help of domain and HCI experts®, an
interactive prototype of the Data Track’s graphical user interface, the trace view, was
implemented using HTMLS5 and jQuery libraries (shown in Figure 4). In the trace view
the user is represented by a profile picture in the middle of the screen, motivated by
design experts suggesting that users focus most of their attention in the middle of the
screen after gazing at the top left corner. In particular, we wanted to give users the per-
ception that this user interface is a place that relates to them (i.e. data about them and
about the services that they have contacted).

The user interface is then separated into two main panels, following the design
guidelines which advice that clearly separating different regions in the screen dimin-
ishes the users’ cognitive demands. The services to which the user has (explicitly or
implicitly) disclosed data appear in the bottom panel and the data attributes that have
been disclosed by the user to these services appear in the top panel. By clicking on one
(or many) of the services at the bottom of the interface, the interface shows a trace from
the service to the user, and then from the user to the data items that she has disclosed to
that specific service. If the user clicks instead on a data item at the top panel, the trace
shows which online services have that particular data items. The traces are coloured
allowing the users to easily differentiate between them.

Each service in the bottom panel contains a button with a cloud icon from which
users can also access the data about them stored on the services’ sides (as seen in Fig-
ure 5). Clicking on this cloud icon opens a modal dialog where users can review their
personal data that the selected service has stored in their databases (Figure 6). Contrast-
ing colours, an explicit headline and adequate spacing are used to differentiate between
the personal data that was explicitly disclosed by the user from the personal data that
has been implicitly collected or derived by the service provider. In this view, users also

8 Early versions of lo-fi mockups with a trace view visualization were developed within the
scope of a Google Research Award project in discussion with technical and HCI specialists
from Google
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Fig. 5. A node representing a service provider, from where users can also access their data located
at the services’ side by clicking on the cloud icon.

have the possibility to exercise their rights to correct or remove their personal data if
the respective service provider allows it.

& spotify
This is a list of the information that Spotify has stored about you on their side:

Read more

79 (person.

Bob's greatest hits (musicplaylist.name)

Additionally, these records are also being stored at Spotify:
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58.3833° N (location.latitude)
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Sweden (person.address.country)

1102 (person.minutesofmusic)

Fig. 6. Information about a user stored at the services’ side.

Evaluation The Data Track trace view was evaluated in two iteration cycles with 14
and 17 volunteering test participants between 19 and 40 years, which were recruited
from the region of Karlstad in Sweden. 16 of them were students and 15 had other
professional background. For the evaluations, the test participants were first introduced
to an eShopping scenario, where they had to conduct a purchase transaction for an
eBook with fictitious personal data that was claimed to be send to an online bookshop.
Then, they were asked to used the Data Track tool to complete different tasks in regard
to tracking the data that they previously released.

Both test rounds confirmed that participants easily understood and appreciated hav-
ing an overview of the data that they have sent to different service providers using
coloured tracing lines. However, the test of the first design iteration showed that the
controls to access their personal data remotely on the services side did not provide



enough affordance. Besides, it was still hard for them to grasp the distinction between
data logged locally by the Data Track program and data about them stored remotely
in the services’ databases. Therefore we included an introduction tour in the second
design iteration that illustrated the different aspects of the user interface and explained
the distinction of the views showing personal data stored by the Data Track under the
user’s control and the dialog that showed personal data stored remotely at the service
provider. The tour does not only explain the difference between these views, but also
how to access them. We also included timely tooltips to explain interface elements that
were deemed important when users moved the mouse over them. The tests of the sec-
ond design iteration showed that in general the user interface evoked the right mental
model in 13 out 17 participants, who understood that the Data Track records shown
in the trace view were under their control. When asked to identify where would they
click to access their personal data that the bookstore had stored about them in their
servers, only 4 participants did not complete the task successfully, but they understood
the idea after getting assistance from the test moderator. Once the modal dialog opened,
all participants correctly identified that more data than they have explicitly disclosed
was collected and stored on the service’s servers. Eye-tracking analysis of the results
revealed that participants paid a lot of attention to the section of the dialog on the bot-
tom displaying the implicitly collected data, which allows us to assume that the test
users found especially the functionality of the Data Track allowing users to access also
implicitly disclosed data as valuable.

In A4Cloud, the Data Track is combined with the transparency logging tool by
Pulls et al. [15], from which the Data Track receives information about the flow of
the user’s personal data along chains of cloud providers. These data flows along cloud
chains can also be visualised by the Data Track trace view user interface that we are
currently implementing within the A4Cloud project (see also [7] for further discussion
and illustrations).

6 Cloud Offerings Advisory Tool

Finding a trustworthy cloud provider among the abundance of available offerings is
not an easy task particularly for individuals or small and medium enterprises (SMEs)
who do not have the professional advisors available to large enterprsies. Cloud brokers
aim to match users’ requirements with the offerings but only with a focus on func-
tional requirements and rarely on non-functional ones. In A4Cloud we have developed
a brokerage tool, Cloud Offerings Advisor Tool (COAT), that matches the users’ non-
functional requirements - such as transparency, legal terms, court of choice, privacy
and security, etc.- with the contract terms in cloud providers’ service offerings. The
tool, has several benefits for both cloud customers and providers. For the customers,
it will provide an easy comparison for alternative cloud offerings based on customers’
requirements, hence increasing transparency and in the process easing the public con-
cern about the security and privacy risks of moving to the cloud. The tool will help
customers in understanding the risks involved and help them make appropriate deci-
sions. If a cloud provider is offering unique terms in their offers, COAT can highlight
these unique terms in the offer giving the provider a competitive advantage in such a



vast market. COAT can then increase market exposure for some cloud providers. The
tool is unique in giving the users the option to state their security and privacy require-
ments so they get matches based on them. It is also unique in the categorization and
structuring of the contractual terms to make it easy for users to understand these terms
and the security and privacy requirements they are choosing. In the next subsection we
elaborate on the tool design and development and how we analysed the requirements to
be included in the tool. More details on the tool and the analysed requirements can be
found in [6].

Cloud Offerings Advisor
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Fig.7. COAT Interface

6.1 COAT Design and Architecture

COAT filters the variety of offers being presented to customers based largely on the
security and privacy attributes of the cloud service. It is aimed primarily at individuals
and SMEs. The tool acts as an independent web-based broker that: checks user require-
ments; matches offers by cloud service providers; compares these offers; explains the
terms of offerings; suggests best offerings that match the user requirement; gives gen-
eral guidance to customers on service offerings. The tool also educates the user on the
meaning of the requirements being selected via an explanation text associated with each
requirement as shown in Figure 8.

The web-based interface lands on a page which asks the user about their: Location
(anticipates it first based on the IP address) and their Role (whether they are a business
SME or an end-user). The tool proceeds by asking the user about the type of service
they are searching for, shown in Figure 9 (for SME and non-expert end-users). The tool
then uses dynamic filtering:

— after selecting the service type. It shows the users the initial list of service offerings
filtered only by the type of service they offer.
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Fig. 9. COAT: Service-types question shown to expert (left) and non-expert (right) end-users

— during filling/answering the requirements questionnaire the list is updated after an-
swering each requirement, filtering the service offerings based on the values of
these answers.

Figures 7, 8 and 9 are some snapshots of the tool. The inputs to the tool are: User
information (location and role), user needs and requirements (answers to the require-
ment questionnaire), structured service offerings (contract details), and a model of cloud
contracts and points of attention. The outputs are: matching results of service offerings,
guidance on things to pay attention to when exploring and comparing the terms of ser-
vice offerings, overview of comparable service offerings along with links to their con-
tract details (organized by attributes to facilitate easy understanding of contract terms),
a requirement list to give to the Cloud Service Provider (CSP), and SME guidance. The
main internal processes are: Matching offers to requirements, Assessment of a cloud
service provider offering from a privacy and security perspective, Comparison of of-
ferings (from a data protection compliance and provider accountability point of view),
Guidance on the meaning of the comparison attributes and education of users on secu-
rity, and Logging of the offered advice and the user’s decision.



The tool connects to a database of predefined questions regarding the user’s require-
ments and a database of service offerings (MySQL).The server-side application and
the webservice layer that provide access to the questionnaire management and match-
maker are written in Java. The Matchmaker component along with the Questionnaire
management (logic) are implemented in Java as well. The client-side application is
implemented using HTML5 and JavaScript and is backed by Backbone® for a client-
side MVC structure. The offers management and associated webservices are written
in Python'?. The Search Index used to find the matched service offerings is done by
SOLR. We use RESTful API as a transport layer and JSON!! as the data-interchange
format.

We evaluated the tool by testing it in two workshops: one for cloud service providers
and one for cloud customers. The overall feedback was positive. One of the feedback
resulted in creating a new service-types page for the customer (figure 9, right handside)
to make it simpler for the non-expert users to select the type of services they want.
Another feedback was a concern that some cloud service providers will not cooperate
in entering their contract details in the tool service-offerings side (populating the tool
with offers). However, our argument is that the tool provides good exposure for them
and more specifically an exposure to the unique terms that they can offer to their users;
this would give small(er) businesses a competitive advantage over large cloud providers.
The participants in the cloud customers’ workshop evaluated the tool as easy to use and
that it has useful functionalities.

7 Conclusion

In this paper, we have provided a general description of the A4Cloud project, which
aims to address the problem of accountability in the cloud. This project tackles the
problem of accountability from different perspectives: technical, legal, regulatory or
socio-economic. The project has provided mechanisms for accountability that are in-
troduced in the conceptual way and later on implemented through a toolset that can be
used for the different cloud actors.

We have concentrated here in accountability metrics that are developed from the
conceptual point of view. We have also given an overview on the accountability tools
and have emphasized in two of them in particular: the Data Track Tool (DTT) and Cloud
Offering Advisory Tool (COAT).

In the future we will continue working on the development of the A4Cloud tools and
will start the validation of the DTT, COAT and the other tools. As for the work on met-
rics we will apply it on the development of an Accountability Maturity Model (AMM)
and contribute to some consolidated standards on metrics (NIST, ISO), including the
ones that we have defined for accountability.

® Backbone: http://backbonejs.org/
10 Python Programming Language: https://www.python.org
"' JSON: http://json.org/
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