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A B S T R A C T

This paper describes the security framework that is to be developed for the generic grid platform created for the project GREDIA. This platform is composed of several components that need to be secured. The platform uses the OGSA standards, so that the security framework will follow GSI, the portion of Globus that implements security. Thus, we will show the security features that GSI already provides and we will outline which others need to be created or enhanced.
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1. Introduction

A grid may be defined as a collection of computing resources distributed over a local or wide area network, and available to an end user as a single large computing system. Originally, the grid focused on the areas of computing power, data access, and storage resources. It was intended for large-scale and distributed scientific computing that required efficient and dynamically determined access to large amounts of data and computational resources that are distributed along several independently administered networks. However, the use of grid computing has been expanding lately to include deployment of grid technologies within the context of business [38], which significantly widens the range of applicability of grid technologies. Standard interfaces for business services have also been leveraged by grid computing. Grid computing has been targeting such differing environments as finance, medicine, decision-making, collaborative design, and utility computing. The focus today is on coordinated resource sharing distributed across virtual organizations. However, shareable on-demand resources in commercial applications greatly complicate resource sharing and introduce new challenges related to federated security and integration.

Security has been a central issue in Grid computing from the outset, and has been regarded as the most significant challenge for grid computing [42]. This is particularly true for Enterprise Grids. Significant compromises in security might be the result of an inadequate understanding of the security implications of a grid. The security requirements and policies are determined largely by the architectures developed for these types of applications, which are distinguished from client–server architectures by the fact that grid environments assume a dynamic and simultaneous use of a large number of resources from a number of administrative domains. Although the intention has been from the outset to use available security mechanisms as much as possible, this requirement could not be met by mechanisms that were devised largely for insulating and protecting networks from their environment, as in intranets and virtual private networks. As a result, novel security technologies have been evolving all the time within the grid community, including solutions for the management of credentials and policies, new resource management protocols for co-allocation of multiple resources and for secure remote access to data and computing resources and new information query protocols and data management services [71].

In this paper we will focus on the development of a security framework for a generic grid development platform developed within the European project GREDIA, “Grid Enabled to Rich Media Content” [18]. The main objective of the project is to create a generic grid platform that will combine new and existing middleware to support secure business applications. GREDIA addresses both desktop and mobile terminals, being the latter one of the novelties of the project. In order to validate the platform two pilot applications will be used: news and banking applications.

The paper is organized as follows. Section 2 gives an overview on the Globus Toolkit. Section 3 outlines what are the security services to be taken into account in grids, paying special attention to authorization. Section 4 presents all the components of the GREDIA architecture and Section 5 how they are integrated into a single platform. Section 6 concludes the paper and outlines the future work.

2. Grid security architectures and infrastructures

2.1. OGSA security

Open Grid Services Architecture (OGSA) is a service-oriented architecture (SOA) that represents an evolution towards a grid system...
OGSA builds on concepts and technologies from both the grid and Web services. It was created in order to meet the challenges related to the integration of services across virtual organizations (VOs) running on top of different native platforms [28].

Security arises at various levels of the OGSA architecture. The OGSA security model stipulates that security mechanisms should be pluggable and discoverable by service requesters from a service description, enabling service providers to select their preferred mechanisms. The Global Grid Forum's OGSA 1.0 [57] document targets security requirements including authentication and authorization, security infrastructures, perimeter security solutions, isolation, delegation, policy exchange, intrusion detection and protection, and secure logging. It also specifies security services associated with message integrity, confidentiality and privacy, auditing, intrusion prevention and access control.

2.2. The Globus Toolkit

The Global Grid Forum defines the Globus Toolkit (GT) as an "ecosystem" of components [32]. It contains a collection of components that have been proven to be useful and were selected from solutions that had been used in different grid applications. These solutions showed a potential for reusing because of their usefulness and generality. These solutions were then generalized in order to become useful for a wide variety of applications.

The Globus Toolkit is thus a collection of standard building blocks and tools that does not give a complete solution for any grid project, and very few of the GT components include user interface elements that are immediately useful to the application. GT provides solutions to the most common problems and promotes standard solutions. A grid application typically must assemble together a subset of these components, components from other sources, either off-the-shelf or specially tailored for the application, and application-specific code. These components must be organized and integrated by architects and system integrators according to the requirements of the specific application. Standard mechanisms used in the GT include SSL/TLS, LDAP v3, X.509 Proxy Certificates, SOAP, HTTP, and GridFTP. Reference implementations of new and proposed standards may also be provided, e.g., WSRF, DAI, WS-Agreement, WSDL 2.0, WSDM, SAML, and XACML.

The Globus Toolkit has evolved from a first version, GT1, to the most recent one, GT4.

- GT1 is tantamount to the Information Wide Area Year (I-WAY) project [26] conceived in 1995 with the idea to integrate high bandwidth networks.
- GT2 was released in 2001 and became a de facto standard for grids. In this version there was no common framework, the protocols were non-standard and the services were predefined, making it hard to develop new services.
- GT3 was based on the Open Grid Services Architecture (OGSA) specifications and used XML and protocol standards such as SOAP and WSDL to provide Web services interfaces [28]. Grid services are the core of GT3 and its corresponding infrastructure is called the Open Grid Services Infrastructure (OGSI).
- GT4 was launched in 2005. It featured a new implementation of the Web Services Resource Framework (WSRF) [86] and the Web Services Notification (WSN) [85] standards, thus rendering OGS obsolete. WSRF can be viewed as a re-factoring of OGSI, which was considered long and complex, too object oriented and not fully integrated with Web services. WSRF is intended to be integrated into the family of Web service standards, allowing OGSA to be based directly on Web services. WSRF defines conventions within the context of current Web service standards for managing state so that applications may discover, inspect, and interact with stateful resources in standard and inter-operable ways.

2.2.1. The Grid Security Infrastructure (GSI)

The Grid Security Infrastructure (GSI) is the portion of the Globus Toolkit that implements security functionality. Its security model constitutes a de facto standard for grid security. GSI maps to local security mechanisms and gateways are used in order to translate from the common GSI infrastructure into the local site mechanisms. It supports the following features.

- A public-key system. GSI is based on public-key cryptography and thus supports privacy, integrity, and authentication. Both grid users and grid services need to have a X.509 certificate and a private key. User certificates can be managed in several ways. Certificates are issued by Certification Authorities that both users and services must trust.
- Mutual authentication through digital certificates. GSI supports three authentication methods: (i) X.509 certificates; (ii) username and password; (iii) anonymous authentication. GSI uses X.509 certificates to guarantee a strong authentication and X.509 identity and proxy certificates [80] in order to provide a globally unique identifier. GSI relies on trusted third parties for signing users and host certificates. It commonly uses the Transport Layer Security (TLS) protocol for authentication, and defines a common credential format based on X.509 identity certificates. Authentication is provided by the conjunction of an X.509 certificate and an associated private key. GSI certificates are issued by a trusted party called the Certification Authority (CA).
- Credential management. Certificate management is supported by MyProxy [55], a remote client–server system in which clients can store credentials with access control policies in an online repository for later retrieval. Typically, users store long-lived credentials in the repository, which are thereafter used for providing short-lived credentials for grid sessions. MyProxy uses X.509 certificates and can be combined with a Certification Authority service that automatically stores its own certificates, to be used for ID/password sign-on. A command-line interface is provided allowing users to introduce user ID and password to obtain grid proxy credentials on their local services.
- Credential delegation and single sign-on. These features are implemented with the help of proxy certificates [80]. Proxy certificates are similar to X.509 digital certificates except that they are signed by an end user, and whereas X.509 certificates are intended for assigning long-term identities, proxy certificates are used for short-term delegation of rights. They allow a user to create and delegate a set of credentials to another user without the involvement of an administrator. Users generate delegated proxy certificates with short life spans that get passed from one component to another and form the basis of authentication, access control and logging.

For single sign-on, the user signs in once in order to create the proxy certificate which is thereafter used for all subsequent authentications. Proxy certificates may be created locally by the user and used by subsequent clients. Thereafter the proxy certificate can be used to authenticate to a remote service. Proxy certificates can thus be used to create other proxy certificates, allowing thus a chain of delegations. These delegations can also be restricted with the help of the policy specified in a restricted proxy certificate. Restricted proxies represent an extension of the X.509 certificates to carry restriction policies, enabling grantors to delegate only a portion of the rights they possess.
The format of the restricted proxy credential is neutral and as a result can support different policy languages.

- **Authorization and access control.** Authorization and access control was initially based on a simple access control list placed in a flat file called the Gridmap. GT2 used the Gridmap file to map a user to a user ID on a remote resource during job submission. GT3 extended this idea by allowing Gridmap files to be associated with services and factories, and consequently applying access control policies to those services and factories.

In a Web services context, the question is who is authorized to use a certain Web service. In GT4, GSI supports authorization in both the server-side and the client-side, and has six possible authorization schemes:

- **none:** no authorization is required
- **self:** the client may use a service, or authorize an invocation by the service, if client and service have the same identity
- **Gridmap:** a list of authorized users akin to an access control list
- **identity authorization:** a client will be allowed to access a service only if the client's identity matches a specified unique identity, or will only allow requests to be sent to services with a specified identity.
- **host authorization:** the client is allowed to access a service if it presents a host credential that matches a specified unique host-name; likewise, the client will authorize an invocation if the service has a host credential.
- **SAML Callout authorization:** the authorization decision can be delegated to an OGSA Authorization-compliant authorization service.

GSI supports also custom authorization by providing an infrastructure to easily plug into other authorization mechanisms.

### 2.2.1. Dynamic creation and management of overlaid trust domains.

In order to establish a VO from overlaid trust domains, GSI uses both proxy certificates and security services such as the Community Authorization Service (CAS). GSI has as a policy that two entities bearing proxy certificates issued by the same entity will trust each other. Users may therefore create simple trust domains dynamically by issuing certificates to services that are intended to collaborate with each other.

#### 2.2.1.2. Transport-level and message-level security.

GT3 and GT4 provide mechanisms for both transport layer security and message-level security. The transport layer security is based on a GSI-enabled HTTP protocol, and message-level security on technologies and standards such as WS-Security, XML Encryption, and XML Signature. The TLS-based protocol provides also message protection (encryption and integrity checking). The following security schemes are provided:

- **GSI Secure Message:** Provides message-level security based on WS-Security, and supports privacy and integrity. The performance is good if only few messages are sent.
- **GSI Secure Conversation:** Provides message-level security based on the WS-Secure Conversation specification and is the only scheme that supports credential delegation. It does support privacy, integrity and anonymous authentication. Its performance is good if many messages are sent.
- **GSI Transport:** Provides transport-level security by using TLS and it is used by default in GT4. Performance is very good and privacy, integrity and anonymous authentication are supported.

### 3. Security services and mechanisms

#### 3.1. Some definitions

The services that GREDIA will offer to its users should be secure. This can be guaranteed if those services call to other services which are security services. Services are implanted thorough mechanisms.

The definitions of service and mechanism are not standard and they always depend on the context where they are going to be applied. Thus, as our context is OGSA we will adopt the definition of service provided by them. We will give the definition of service and some other basic definitions.

- **Service.** A service is a software component participating in a service-oriented architecture that provides functionality or participates in realizing one or more capabilities [73].
- **Security service.** A processing or communication service that is provided by a system to give a specific kind of protection to resources, where said resources may reside with said system or reside with other systems, for example, an authentication service or a PKI-based document attribution and authentication service. A security service is a superset of AAA services. Security services typically implement portions of security policies and are implemented via security mechanisms [43].

Since the concept of service has been defined as a component, we will here define the concept of component:

- **Component.** An interchangeable part of a system that encapsulates its contents and defines its behaviour in terms of its public interfaces [58].

Another important concept is the following:

- **Security mechanism.** A process (or a device incorporating such a process) that can be used in a system to implement a security service that is provided by or within the system.

Some security services are audit, availability, confidentiality, non-repudiation, integrity or accountability. However, due to their importance for GREDIA we will concentrate on authorization, authentication and access control (see Section 3.3).

### 3.2. Authorization, authentication and access control in grids

Regarding to authentication, a central role is played by the Public Key Infrastructures (PKI), which enables secure and efficient acquisition of public keys. The most widely used PKI is the Public Key Infrastructure X.509 (PKIX) [59], defined by the IETF’s PKIX Working Group. The challenge posed by the existence of multiple identities, within or across domains, and multiple authoritative sources of identity, is met by the standards for identity federation established by OASIS and the Liberty Alliance Project [10], which defines mechanisms for sharing identity information between domains. It has been adopted by the Internet2 project Shibboleth [70].

#### 3.2.1. Access control

There are currently several access control models for collaborative environments. We briefly introduce them below.

- **Access Matrix Model.** One of the earliest access control mechanisms [67] mainly used for resource protection in an operating system, and which specifies in a matrix the rights that a set of subjects possesses for each object in an environment.
- **Role-Based Access Control (RBAC).** In the RBAC model [68] permissions are assigned to roles rather than to individual users. RBAC is more scaleable than user-based access control and reduces the cost of security administration. RBAC models have been successfully implemented in workflow systems and distributed environments.
3.2.2. Authorization systems and models

In this section we introduce the basic concepts and models of authorization as well as some of the authorization systems and mechanisms that are candidates to become OGSAA standards.

Identity-based authorization systems have so far been the most widely used ones (e.g. Gridmap files [72]), but lately both role-based authorization and attribute-based authorization are emerging in grid computing. The Global Grid Forum [34] created an OGSAA Authorization Working Group whose task is “to define the specifications needed to allow for inter-operability and pluggability of authorization components from multiple authorization domains in the OGSA framework” [35]. The objective of these specifications is to allow these systems to be interchangeably used with middleware that requires authorization functionality.

A number of authorization systems that are emerging in the grid today have been highlighted by the OGSA Authorization Working Group. These systems are candidates to become OGSAA standards [71]. They include, among others, Akenti [76], CAS [61], PERMIS [12] and VOMS [1], and PRIMA [51]. These authorization systems typically use assertions that bind attributes to users for purposes of authorization decision. However, there is currently no standard within attribute-based authorization for how attributes are communicated and for expressing policies regarding those attributes. Specifications are under development today that are intended to provide basic inter-operability among authorization components in the OGSA framework.

Typically, authorization decisions are based on information provided by authorities that are related either to the authorization subject and/or to the resource that is the target of the authorization request. Three basic entities are involved in authorization decisions: (i) subject, a person or process which is a user of a service resource; (ii) resource, an entity that provides or hosts services according to a set of access control policies; and (iii) authority, a trusted entity that may issue, validate and revoke several types of assertions, e.g. attribute, policy and identity assertions.

3.2.2.1. Authorization models

In all the models above, the authorization service typically gives the descriptions of a subject, the action requested, and a target resource, and returns an authorization decision. The proposed message format for requesting and expressing authorization assertions from an OGSAA authorization service is SAML. The goal with using standard message formats such as SAML is to allow different authorization systems to be used interchangeably in OGSAA. Authorization in Akenti and PERMIS is based on attribute assertions from external sources, in VOMS on assertions of group membership, and in CAS on capability assertions from a VO server. In CAS, Kerberos and Keynote the credentials used are authorization decisions.

We can also divide grid authorization systems into VO level systems and resource level systems. The former has a centralized authorization system that provides credentials for users to access the resources. The latter, on the other hand, allows users to access the resources based on the credentials that were provided by the users themselves. VO level systems are CAS and VOMS, whereas Gridmap files, Akenti and PERMIS are examples of resource level systems (see below for a discussion of these authorization systems). Authorization systems at distinct levels may thus complement each other in an authorization system.

The scope of authority is called an administrative domain. A subject, resource or authority, belongs to one or several administrative domains. In a grid, the subject that requests a resource and the resource are typically in separate administrative domains, and there
is a virtual organization domain that provides privilege management authorities for the VO members. Contractual relationships between different domains are often necessary which can be used for establishing trust relationships.

Authorization decisions are typically based on authorization information such as attributes, identities, policies and context parameters. There may be different authorities and domains for each type of authorization information.

Attributes and policies may be communicated during interactions or pulled from a repository, either local or associated with the attribute authority, and must be reliably bound to the issuing authority or the repository. Attribute certificates must be protected for integrity, authenticity and issuer non-repudiation, which is typically done by the making use of digital signatures, secure storage or secure communication. Signed SAML and X.509 Attribute Certificates are two common attribute certificate standards.

Authorization requests and responses must also be protected to ensure secure binding of a subject and the corresponding resource request as well as of the authorization response and the request. Secure channels, secure containers and signature mechanisms can be also used here.

In [81] two access control points are defined where access control functions are performed: Policy Decision Point (PDP) and Policy Enforcement Point (PEP). A PDP makes authorization decisions about a subject’s access request to a service, and a PEP mediates access to a resource.

Authorization decisions are carried out according to a policy, usually stored in a repository or provided by policy authorities, which may be under the control of the resource owner or a topmost authority responsible for a separate Privilege Management Policy. Policies are usually expressed in a policy language and stored either in a single repository under the control of the PDP or another policy issuer, or distributed in a common VO domain.

3.2.2.1. The GREDDIA platform. Data objects are central resources in GREDDIA applications. However, in GREDDIA the owner of a data resource, the publisher, does not store the resource locally but in the P2P overlay. Thus it cannot directly enforce resource access. It would be convenient here to distinguish between two kinds of objects within an ordinary data object: the raw data object, which can be an encrypted text; and the content of the data object, which might be hidden inside the data object by encryption. This adds some complexity to the authorization models above. Both the data server of the P2P overlay, and the publisher of a data object, may act as enforcements points: the P2P overlay by enforcing access to the raw data object, the publisher by enforcing access to the contents of the data object by means of encryption. The publisher may delegate access control entirely to the P2P data server, or store data in an encrypted form. In the latter case, the P2P overlay may be seen as completely transparent to authorization and all stored data as public. Any intermediate model is possible here. The publisher and the P2P data server may apply their own access control policies, or collaborate together to establish the corresponding access policies.

3.2.2.2. Authorization systems. Gridmap files uses existing local mechanisms for authorization by authenticating a user which is then mapped to a local identity by a local configuration file called the Gridmap file. The mapping is used as an access control check, allowing or denying access to the requested resource if the user is listed or not listed in the local mapping. After the mapping, authorization relies solely on local policy management and enforcement mechanisms, allowing the operating system to act as a sandbox.

Gridmap files is not suitable for GREDDIA applications. The system is not scalable and lacks the required expressiveness. In GREDDIA, the P2P would need to be responsible for the Gridmap files, which is scarcely feasible. For more complex trust domains there is a security service called the Community Authorization Service (CAS) [61] that supports the specification of more expressive resource access policies. CAS is presented in the next section.

The Community Authorization System (CAS) was developed in order to solve the shortcomings of the Gridmap files. CAS is designed to work together with GSI, and uses X.509 proxy certificates for providing authentication, single sign-on, delegation and credentials. CAS works as a push model and allows for separation of concerns between site local policies and VO policies by enabling sites to delegate management of a portion of their policies to the VO. CAS allows a VO to explicitly maintain and communicate its own set of policies, which may be combined with local policies. In order to obtain more consistent policies across domains, CAS provides a fine-grained mechanism for the management of the delegated policies, and supports the enforcement of these policies.

CAS supports also the notion of groups for users and resources, which allows the specification of roles and grants associated with these roles. The implementation includes a CAS server that is initiated for a community and acts as a trusted intermediary between VO users and resources. Resource providers typically establish trust relationships with the CAS server and then grant privileges to the community using local mechanisms, e.g. Gridmap files.

CAS is used to manage the community’s trust relationships and grant fine-grained access control to resources according to the VO’s access control policies. It holds information about CAs, a list of the users, server and resources within the VO, as well as policy statements specifying which users or groups have what permissions to access specific resources or resource groups. Permissions are expressed in terms of an action describing the type of action allowed, and a service type defining the namespace in which the action is allowed. The CAS server enforces also its own set of access control policies, e.g. concerning the rights to maintain groups with the VO or to delegate rights.

CAS assumes the existence of a virtual organization and in this sense it would thus be suitable for GREDDIA applications. There are case studies that show the benefits of CAS applications involving a distributed network of storage systems, e.g. the Earth System Grid (ESG) [25] that contains environmental data. On the other hand,
CAS was intended primarily for the scientific community, not for enterprise systems as envisaged by GREDIA.

In GREDIA, both the publisher and P2P data servers could enforce authorization according to presented CAS credentials. The capabilities denoted by the credentials should normally have been provided to the CAS by the publisher. CAS shows good scalability properties, essential for GREDIA applications. The main drawback is that a CAS server constitutes a single point of failure, unless there is some type of replication, i.e. by letting CAS servers be part of the P2P overlay. Also, CAS does not provide revocation mechanisms, which could be important in some GREDIA applications.

Concerning inter-operability, CAS is closely tied to the Globus Toolkit and uses GSI credentials, whereas many organizations use non-GSI credentials and standards like Web services standards or BPEL. However, some efforts have been made to integrate CAS with SAML and to use XACML for expressing policies. Thus, although GREDIA is oriented towards Web services and CAS may be considered as a pre-web service technology in the Globus toolkit, CAS can still be seen as a useful component for the GREDIA platform.

The Virtual Organization Membership Service (VOMS) [1] was developed by the EU project Hrid [20] and the EU-USA project Da-taTAG [21] as a way of delegating authorization decisions to managers in the VO, since researchers were not satisfied with the functionality of CAS and the manually generated Gridmap file. The earlier versions had a mechanism for dynamically creating Gridmap files from LDAP directories containing information about users, freeing thus the resource owner from the task of creating the Gridmap file. Due to problems of scalability, a push system with no need for Gridmap files was devised, in which “pseudo-certificates” that the user should present to the resource owner were signed by the VOMS server. In its latest versions, the VOMS server produces short-lived X.509 user attribute certificates.

VOMS and CAS are very similar, and most features concerning applicability and inter-operability are the same. They both cater mainly to the scientific community. VOMS might be useful in GREDIA for applications requiring extensive use of roles and groups in a multi-VO setting. As in CAS, a VO is defined in VOMS as a community of users, institutions, and resources in the same administrative domain. Also, VOMS has a policy database for storing authorization policies. In VOMS, a user may be a member of any number of VOs. Each VO may consist of groups and subgroups for categorizing users according to their tasks. A user may be endowed with any number of roles and capabilities, according to VO or group membership. Certificates intended to be submitted to any VOMS system are obtained from a Certificate Authority. Credentials obtained from any number of VOMS systems may be thereafter provided to the resource.

PERMIS [12] is an open-source attribute-based authorization infrastructure written in Java and now part of the US National Science Foundation’s Middleware Initiative (NMI). The key idea was to develop a system in which the resource administrator would be able to define the access policy and let this policy be enforced by the authorization infrastructure [13]. PERMIS is an attribute-based access control (ABAC) infrastructure, integrated with the Globus Toolkit to provide authorization for grid applications using the industry standard SOAP and SAML protocols. PERMIS defines a distributed Privilege Management Infrastructure (PMI). Attributes are stored in X.509 attribute certificates (ACs), as well as authorization policies written in XML. Roles are based on attributes. ACs can be stored in one or more LDAP directories. In PERMIS, managers throughout a VO can act as attribute authorities with a private signing key and a corresponding X.509 public key certificate. Resource owners may state which attribute authorities to trust when setting their own access control policies and then leave the authorization infrastructure to enforce it. A Privilege Allocator is used to construct and sign ACs, and to store them in LDAP directories.

PERMIS can operate in both push and pull modes. The subject wishing to access a resource starts by contacting the PEP, which must authenticate it. In the push mode the user pushes X.509 ACs to the application gateway, whereas in the pull mode the PERMIS PEP pulls the user’s X.509 ACs from LDAP directories. PERMIS does not make any assumptions about the authentication method employed. PERMIS assumes a RBAC model where each user is mapped to a role and the policies are assigned to roles. After authenticating the subject in an application dependent way, and evaluating the subject’s ACs according to the policy, rejecting untrustworthy ACs, the PERMIS PEP will contact the PERMIS PDP and forward the valid ACs for an authorization decision. This may be done either by a Java API invocation, if the PDP is built as part of the application gateway, or as a SAML request over SOAP and HTTP, if the PDP is built as a stand alone server. The PERMIS PDP makes the authorization decision based on the user’s attributes obtained from the user’s ACs, the authorization policy in force, the roles currently valid for the user, the policy for the resource, the requested action, and context variables such as the time of the day. The PERMIS PEP will then enforce the decision, which is a simple Boolean, on behalf of the resource.

In the Java API, the Constructor method is used to build the PERMIS decision engine, and take as arguments the X.509 Source of Authority, which is the root of trust for authorization, a policy identifier, and a list of LDAP locations for retrieving the ACs. The GetCreds method fetches the ACs from the roles of a user, and it is passed to the PERMIS PDP. The Decision method is used to grant or deny a given action and returns a Boolean.

The Privilege Allocator tool is normally used for attribute acquisition. It creates X.509 ACs and stores them in an LDAP server. Other software tools that may create ACs are a user friendly graphical Attribute Certificate Manager, and a bulk loader tool designed to allow large numbers of users to be automatically allocated ACs.

PERMIS allows two kinds of attribute models, a push model and a pull model. In the attribute pull model, the PERMIS PDP retrieves all the required X.509 ACs from LDAP servers, whereas in the attribute push model it is the PERMIS PEP that obtains the required AC’s in an application dependent way, e.g. from the subject, and then forwards them to the PEP.

The PERMIS policy, written in XML, supports hierarchical RBAC, in which roles and attributes are given access rights. Superior roles or attributes in hierarchy inherit the privileges of inferior ones. The policy is created by the Source of Authority (SOA) for the resource, and stored as a digitally signed CA in an LDAP directory. During construction time the PERMIS PDP retrieves the policy and makes all decisions internally, hence no external agent can see the policy. Only a grant/deny response is then returned to the PERMIS PEP.

PERMIS is integrated with the Globus Toolkit through the use of SAML, and similarly to Akenti. PERMIS would be very adequate for many types of possible GREDIA applications, especially those relying on the RBAC model. It should be noted though that the access control API as well as mechanisms to allocate privileges is proprietary.

Other authorization systems such as Cardea [48], Akenti [76] and PRIMA might also be relevant for grid applications, but will not be presented here.

3.3. Trust management

From the perspective of grids a fundamental idea in the definition of grid is resource sharing [27]. The first grids were developed for partners that need to collaborate in a specific task and they knew each other well. In this case there was an implicit trust relationship among the partners. However, the grids have been lately used mainly for business purposes (this is the case of the GREDIA scenarios) where the partners may not know each other and even though they have to share resources. In these cases trust mechanisms are needed.

Trust management systems can be centralized or decentralized. In centralized systems there is a central authority that manages the credentials and distributes them among all the components of the
system. Distributed approaches are more appropriate for grids as grids are distributed systems.

There are several classifications of trust management systems [36,44]. For instance, Service Provision Trust describes the trust of a relying party in a service or resource provider. This is one of the types of trust considered in these classifications and it turns out to be essential in grids. But the most interesting classification of all for our purposes within GREDIA distinguishes between credential-based trust management systems and behaviour-based trust management systems. Depending on the way of establishing or evaluating trust one of these methods becomes more convenient.

Concerning grids, credential-based trust management systems are the most widely used. This type of trust is present in the inclusion of certification authorities for the authentication mechanisms that guarantee that the nodes of the grid belong to the trusted organization that participates in the computation. But as the scope of grids is growing and they are evolving to ubiquitous or pervasive computing, there is a need to keep the reputation of the node once it has been allowed to enter the grid. Thus, behaviour-based trust management systems become also crucial for grids.

3.3.1. Trust management for grids

Providing trust for grid architectures has been a hard problem to tackle and there are no many trust or reputation systems for these systems. Some efforts have been directed to provide trust using security mechanisms. Trust and security within grid environments are focused on the need to provide scalable and dynamic VO. The work presented in [50] considers a way to enhance security in CSI by using two level trust models. On one hand, they define a distributed trust model for the VO and, in the other hand a centralized model for each domain in the grid.

Since grid architectures are evolving to P2P systems and business usage, some works have used reputation systems for grids. Some of these systems are GridEigenTrust [47] and PathTrust [45]. Grid EigenTrust is an extension of EigenTrust for using it in grids. Grids include virtual organizations and this provides an obvious classification of resources, users, and their reputation that is needed in order to establish scalability. They introduced an implicit hierarchy of entities that belong to organizations, and organizations that form virtual organizations. Thus, the authors assign reputation values first in the lowest level and go up in the hierarchy until they finally compute reputation of a virtual organization. The trust of a virtual organization will be computed based on the trust of its organizations and the trust of the organization will be computed using the trust of its entities.

PathTrust is a reputation system developed for member selection in the formation phase of the virtual organization. The PathTrust algorithm arranges the participants in a graph such that each edge in the graph is weighted with trust between the nodes at the end of the edge. Trust is computed by accounting the number of positive feedbacks and subtracting the number of negative feedbacks weighted by the total of positive and negative feedbacks obtained. Other approaches deal with trust in virtual organizations. In particular, the authors present a trust-based access control model for virtual organizations. This model is based on the Shibboleth technology. Trust relationships are established between three different parties in the VO (users, groups and vroom; a Shibboleth Identity Provider and a Shibboleth Service Provider). Depending on the trust relationships between parties the algorithm determines the access permissions.

4. GREDIA security framework

4.1. GREDIA architecture

As we have mentioned above GREDIA aims to enable commercial users to manipulate data and access services in a grid computing environment. Several components have been identified within the GREDIA architecture [18] (see Fig. 4). These components are the following:

- **The Framework for Intelligent Virtual Organizations (FIVO):** This system enables participating users to join virtual organizations by agreeing to and signing virtual organization contracts. These contracts specify the duties and permissions of each VO participant as well as the resources which can be used by that group of participants. A suitable interface will be developed for creating and modifying the contents of VOs.

- **The Application Development Platform (Appea):** The core system of GREDIA, this is a platform which enables specialized users (whom we call Application Scenario Developers) to prepare application scenarios that can be executed in the GREDIA architecture. This is done by writing application scripts, which can make use of grid services and data sources (present in the infrastructure) as well as call upon actors who are registered with the VO framework to perform certain tasks related to the business processes which they model. Appea provides an integrated, powerful environment for manipulation of Grid Objects (i.e. services), data sources and actors while freeing the scenario developers from details related to interfacing and invoking the actual underlying software modules.

- **The Grid Run Time Service Discovery Tool (GRSD):** This component is used to support the identification of services that can fulfill functional, non-functional and contextual characteristics of the application scenarios. More specifically, the runtime service discovery tool identifies services that can replace services participating in the application scenarios that become unavailable, fail functional or quality service requirements, or should not be used due to changes in the context of the services or the context of the application scenarios. The services are identified based on synchronous and asynchronous queries specified by the Appea Runtime System.

- **The Rich Data Location Service (RDSL):** A peer-to-peer framework for storing and accessing annotated multimedia content in a distributed environment. This component will enable users of the system to upload and download multimedia files using P2P algorithms, as well as query for the types of files which might interest them in their work. Suitable metadata descriptions will accompany each file, thus facilitating query processing.

- **The user portal and clients:** In order to access the functionality of GREDIA, as provided by Appea, RDSL and other client-oriented modules of the system, a user portal is being developed, capable of interfacing with lower layers of the GREDIA infrastructure, handling interactivity and executing application scenarios. For this portal, two types of clients are envisioned — a client for stationary PCs and a mobile client, tailored for mobile devices.

- **Mobile Proxy:** Services which are deployed on and exposed from mobile services will be accessible through the use of a special stationary Mobile Proxy. This proxy will keep track of mobile clients and will be capable of contacting them in an asynchronous way. In essence, the Mobile Proxy will represent mobile services to other components of the GREDIA infrastructure.

Security should be provided for each of these components. The security framework is a horizontal component of the whole GREDIA platform and should be embedded in each of them in such a way that it is done as part of their deployment. We will show how this is done in the following sections.

4.2. GREDIA workflows security

The GREDIA platform is intended for workflow-based grid applications. Workflows may be described as executable business processes. Being the focal point in the GREDIA architecture, it is important that its security aspects are considered in detail.
The concept of workflow or business process is of paramount importance in modern information technology. Business processes have been usually considered as the starting point for system development, providing a simplified view of business structure and the system requirements necessary to support the business. Today we may consider them also as the result of the system development process, as a type of executable code. As a result, business process security has become a crucial aspect of modern information technology, and many systems will only be deployed only if enough assurances are given regarding their security properties.

Moreover, business process can be profitably used in the requirements phase of a system development, and might serve as the link between this phase — which is not part of the GREDIA framework — and the implementation phase of a GREDIA application. Business process models offer also a good opportunity to the early introduction of security aspects in system development, which is one of the objectives of the GREDIA project. For instance, UML activity diagrams enriched with security information could be mapped to GREDIA workflows. As it is widely recognized, there is little systematic support for software engineers to design secure systems, and the specification of security policies is typically not integrated with general software development. Security is usually added as an afterthought to system requirements and design.

Modelling business surroundings involves answering the following questions:

(i) how do different actors interact;
(ii) what activities are part of their work;
(iii) what are the ultimate goals of their work;
(iv) what other people, systems or resources are involved that do not show up as actors to this specific system; and
(v) what rules govern their activities and structures.

The answers to these questions are important for the security aspects of a system. These questions can be included in business process representations but, except point (ii), not in workflow notations. We propose thus that they be represented in a suitable ontology language attached to GREDIA workflows.

A workflow or business process may be defined as a set of coordinated activities or tasks that achieve a business objective [4]. A task is a logic step or description of a piece of work that contributes towards the accomplishment of a process, and may be carried out by any processing entity, either human or automated. Tasks are related to each other through task dependencies expressing concurrency, serialization, exclusion, alternation, etc. A workflow management system (WFMS) supports the execution, monitoring, coordination and administration of workflow processes. Workflows may also involve many elements in the business surroundings which are relevant for security. These include agents performing the tasks, either people or processes, roles representing rights and artifacts such as procedures, information, information flows and material. Security requirements may concern any of these entities.

Role-Based Access Control is very common in workflow authorization models, and will be adopted in GREDIA. Organizational
workflows can be very large, with several thousands users. The complexity of access control is reduced by using RBAC since the number of roles is significantly smaller than the number of users. Typically, in RBAC roles are assigned to users based on their qualifications, and tasks in turn are assigned to roles.

We concentrate here only on the security aspects and requirements which are specifically related to workflow, e.g. separation of duties, object access authorization, inter-workflow security and security sub-processes.

Object access control implies that authorized users should gain access on required objects according to granted privileges and usually only during the execution of a specified task. Authorization mechanisms must ensure that the various tasks of a workflow are executed by authorized users. Hence, granting and revoking privileges should be synchronized with the progression of the workflow from task to task. We intend to introduce a suitable formalism capable of specifying authorizations allowing access control only during the execution of a task.

Separation of duties means that a person responsible for a determined task in a workflow may not be responsible for another specific task in the workflow. If there is no support for constraints within a workflow management system, these must be implemented as application code or within the tasks themselves, which is very awkward. We aim at introducing a formalism for the specification of separation of duties to be used by the workflow management system.

Inter-workflow security focuses on the security of the communications of workflows which might be located in different administration domains. Important security issues here are audit, authentication, secure key exchanges and the management of distributed security profiles, all of which must be provided by the security framework.

Security sub-processes [41] is a much neglected aspect of workflows. Workflows usually concentrate on modelling the functionality of a system, disregarding security considerations, a fact which often leads to serious security vulnerabilities since security is thus left to be integrated into an application at a later stage of software development and in an ad-hoc manner. Many proposals have thus been presented to express security semantics within business processes and workflows. Security sub-processes specify a sequence of steps that is necessary to insert into a process for security reasons, for instance for authentication or verification of authenticity of signatures during contract signing. This sequence of steps constitutes a workflow in itself, can be reused, and also viewed as a security pattern that can be inserted into a workflow whenever required by the security requirements associated with the workflow.

Although several methodologies have already been proposed to deal with workflow security, none of them are adequate for real world applications, and current commercial workflow management systems do not provide designers with support for the easy integration of security goals within workflows. The GREDIA project offers a unique opportunity to develop and test new techniques and methodologies in this field. The focus should be on the establishment of security patterns at the workflow level and of clear security ontology with the help of a high-level modelling language that is at least inter-operable with the ontology languages used in the GREDIA component FIVO and service descriptions.

The most critical components for adding security features to GREDIA workflow specification and management systems are:

- Execution Service: the Execution Service should be able, whenever required, to
  - authenticate application users
  - execute application scenarios according to the security constraints associated with them
  - maintain state information necessary to enforce related security constraints
  - present the required credentials to invoke operations on other services within the framework

- present the required credentials to perform queries and retrieve data from the Rich Location Service
- Developer GUI: the environment of the application scenario developer should give support for the specification of security features in the design of application scenarios; the script language should be extended with the capability to express security requirements and constraints.
- Scenario Repository: Each scenario application should contain information regarding security requirements and constraints.
- Invoker: the Invoker should be able to take security constraints into consideration when mapping invocations of generic services onto invocation on concrete implementations of these services.
- Data Access Client: the Data Access Client should be able to present the required credentials to perform queries and retrieve data from the Rich Location Service and other standalone database and external repositories.
- Service Registry: The Service Registry should provide means to include security semantics in both technology-independent and technology-specific resource descriptions. The developer should be able to take security goals and requirements into consideration when browsing registry data and searching for information about concrete services. Registry data should include security features.
- RSM Registry: It should be possible to integrate security semantics within the overall service semantic information.

4.3. Virtual organization security

Fundamental to grid computing is the notion of scalable virtual organization (VO) [27], which may be defined as a dynamic set of individuals and/or institutions that share resources and services according to a set of well-defined rules and policies. The grid vision is to provide unlimited power and information access to end users through the creation of dynamic VOIs for secure and agile resource sharing among individuals and organizations. VOIs may span several administrative domains, each one with its own security requirements and policies.

Hence, inter-operability among the multiple domains involved in a VO requires that VO-defined policies comply with domain-level policies, while at the same time maintaining a clear separation among virtual and real protection domains in a context in which they may superpose and intersect each other in a variety of ways.

The virtual organization of GREDIA is called FiVO (Framework for Intelligent Virtual Organizations). As we mention earlier, trust and security are especially important in the deployment of the VOIs, more specifically authorization, delegation and authentication. Each virtual organization usually goes through several phases:

- Creation
  1. Identification of market opportunity
  2. Partners identification
  3. Contract negotiation
  4. VO deployment
- Operation/Evolution
- Dissolution. Provenance of obtained results.

Within the creation phase perhaps the most interesting stage is the contract negotiation. At this point the policies and agreements among partners are specified. This means that knowledge of the domain is essential. This knowledge is encoded in the form of ontologies.

Regarding to authorization, GREDIA will use PERMIS as the authorization service. Therefore, including the specifications of PERMIS within the ontologies used by the definition of the FiVO is of vital importance.

During the creation phase of the VO trust plays an important role in the partner’s identification and contract negotiation phase as part of the decision-making process. These decisions could be based on the information acquired from previous interactions with the participants of the VO, i.e., on the reputation of these partners.
4.4. Security in service discovery and service description

The Web Service Discovery process should address both the security semantics of service descriptions as well as the general security and trust requirements associated with service discovery [78]. However, security problems are usually not addressed during the service discovery itself. Security is also commonly associated with the services but not with the clients.

4.4.1. Semantics of service descriptions

With respect to the security semantics of service descriptions, ontology-based descriptions may be conveniently used. However, current Web services discovery solutions like UDDI [84], WS-Discovery [83] and OWL-S [53] do not address most security and trust issues. [79] discusses how WS-Discovery can be extended to cover confidentiality and privacy in service discovery.


4.4.2. Security and trust in service discovery

In a centralized discovery approach there is a registry playing the role of a yellow page which must be considered as a trusted third party by both clients and services. In a decentralized discovery approach, on the other hand, service discovery relies on peer-to-peer advertisements and direct exchanges between clients and services. Possible threats in service discovery include denial of service and man-in-the-middle attacks. The registry may also become unavailable by flooding registration messages. Service lookup queries may also reveal the intentions of a client and thus have an impact on privacy requirements. Masquerading attacks in which a malicious agent fakes the identity of the registry, as well as replay attacks, may also expose important confidential information. Messages to a registry, both client requests and registration messages, may also be modified or dropped. Moreover, services may be registered, deregistered and discovered by unauthorized parties.

Possible countermeasures to these threats include the use of signed certificates to authenticate both servers and clients, blacklisting of untrusted parties, setting up secure channels, use of message authentication with signature or authentication codes, redundancy mechanisms to guarantee message delivery, adding signed sequence numbers to registration messages, registry authentication, signature of registration requests, use of restrictive policies obstructing service discovery by unauthorized parties, and so on.

The registry may act as a kind of early authorization decision point by restricting the clients that will be able to contact a service and hiding the service profile from unauthorized users. Discovery messages may include certificate, key or token credentials authenticating the client [79].

In decentralized solutions, where a trusted third party is absent, a similar level of protection may be enforced by using encryption schemes such as attribute-based encryption [62,66] or policy based encryption [5]. In these schemes, the user may encrypt messages according to a policy, and only users with the appropriate credentials will be able to decrypt them. In [77], attribute-based encryption is used to protect sensitive information included in the discovery messages.

In [17] a solution to secure service discovery was proposed. In this solution an entity provides a Service Discovery Service playing the role of a secure information repository or registry. Another early work targeting the security aspects of service discovery can be found in [87]. Both works focus only on the confidentiality of the messages during the discovery process. Service discovery security requirements and threats to service-oriented architectures using registry supported service discovery were presented in [77]. Finally, a work addressing privacy protection aspects of the discovery service was presented in [88].

4.5. Security in peer-to-peer service architecture distribution

Peer-to-peer architectures are characterized by their ability to function in the presence of a highly transient set of nodes, network, and computer failures without the need of a central server [3]. Instability and transient connectivity is thus the norm.

Ensuring content security in distributed peer-to-peer environments is challenging. The owners of data resources may send their data to data servers for further distribution according to the security policies associated with the data. The advantage of this scheme is that space requirements are removed from the data owners, making this approach specially appropriate to devices with limited storage capacity, as sensors, Smartphones, PDAs, etc. On the other hand, this feature also separates enforcement of access control policies from the storage of data and removes from the owner of the data resource the capacity to enforce access. Typically, authorization systems assume that the resource owner has the capability to enforce access control decisions, whereas access control decisions may be taken separately by both, the resource owner and the virtual organization according to specific policies. The latter still holds true for peer-to-peer content distributions systems, but the PEP is now controlled by the virtual organization. In this case, we may say that it is the VO that owns the resource. The security concerns that arise from this situation may be solved either by assuming that data servers are trusted, or by using cryptographic methods allowing the original resource owner to decide who will be able to read the data.

In an open environment, the first solution might be inappropriate. However, in virtual organizations, where the participants are bound by a contract, these solutions might be adequate by imposing a trust model where data servers are given a trust level corresponding to their functionality.

Harrison and Jensen [40] propose a cryptographic access control scheme that relies exclusively on cryptography and that provides both data integrity and confidentiality. Files are stored in an encrypted form and access control is enforced by distributing the corresponding symmetric keys.

4.5.1. Publish/subscribe systems

Security for published and stored content relies on cryptographic algorithms and protocols. Secure storage, secure routing, availability, privacy, confidentiality, integrity, authentication and access control are security goals that represent particular challenges in peer-to-peer content distribution architectures [3].

In a publish/subscribe system typically, a publisher publishes an item through a broker, which is responsible for dispatching this event to subscribers which have subscribed previously with the broker to this specific kind of event and have been authorized to receive it.

Availability and confidentiality requirements in the context of these systems typically imply that events are made available to authorized subscribers and only to authorized subscribers respectively. Thus, key management plays a crucial role here, as well as efficient cryptographic methods.

4.5.2. Secure storage

Self-certifying data can be used to ensure integrity. This is done by calculating a cryptographic hash to produce a file key, cf. the CFS system [19] and PAST [24], based on signed files and use a hash-derived signature as the file's access key.

Information dispersal algorithms, first considered by [64], are also used for secure and reliable content storage. A file is split into n pieces
in such a way that it can be reconstructed by any \( m \) pieces, where \( m \leq n \). Systems that use this method are Mnemosyne [39], Publius [82], and FreeHaven [22].

Secret sharing, e.g. Shamir’s Secret Sharing Scheme, is also used by several systems (Publius [82], PAST [24], MojoNation [54]). A file is encrypted with a key which is split into \( n \) shares such that any \( m \) shares, such that \( m \leq n \), but no \( m - 1 \) shares, can reproduce the key.

Anonymity may be provided by Anonymous Cryptographic Relays, a mechanism used in PAST [24] in which a publisher sends via an anonymous connection encrypted shares of a file to several selected forwarders, which thereafter forward the shares to other selected nodes acting as storers for the shares. The contents may thereafter retrieved by clients by contacting the forwarders, which will then contact the corresponding storers which decrypt the shares and send them back to the client.

In Distributed Stenographic File Systems [2], employed in Mnemosyne [39], blocks together with random data are encrypted and then placed at pseudo-randomly chosen locations, making them undetectable.

Erasure Coding is a mechanism implemented by OceanStore [65] in which data is broken into blocks and spread over many servers, in a way that only a fraction is needed to reconstruct the original block.

4.5.3. Authentication and authorization

In peer-to-peer systems with highly transient nodes that employ content replication or fragmentation schemes, a particular security threat in the presence of several identities for the same physical entity is posed by the Sybil Attack [23]. The only effective countermeasure here is the presence of a central identification authority. Identification challenges may also be employed but are much more resource demanding and assumes that the resources of the attacker are limited.

In the absence of authentication, distribution of keys to a set of privileged users may be used for allowing content access. Access control can be enforced by the use of access control lists (ACLs) that are assigned to objects by their original authors through the use of signed certificates, as in OceanStore [46]. ACL entries may also extend privileges by describing the privilege granted to users. All content modification is verified against the ACL assigned to the object.

4.5.4. Anonymity

Anonymity requirements may refer to the content publisher, the identity of the storing node, content identity or metadata and retrieval query details.

An approach to the provision of anonymity is the dissociation of content source and requestor, as implemented in Freenet [15]. It employs a mechanism to make it unfeasible to track the true origin or destination of a file whereby a file is passed from the node that holds it to the originator of a request through each node that forwarded the request, and by allowing any node along this path to claim being the source of the data.

Another approach is by the use of infrastructure for providing anonymous connection layers, e.g. onion routing [37], mix records [14,8], or Freedom anonymity system [30]. Serjantov [69] uses a scheme in which documents are split into encrypted shares stored in nodes that are selected by an anonymizing layer of nodes called forwarders that construct “onions” around those nodes and anonymously forward the shares together with their anonymous return addresses. A similar system is FreeHaven [22]. The Tarzan system [29], on the other hand, is a decentralized anonymizing network layer infrastructure that allows a client to communicate with a server anonymously to other entities by building anonymous IP tunnels between an open-ended set of peers.

4.5.5. Encryption

Multimedia security focuses on protecting video, audio and image data. This is made possible by allowing safe communication or by protecting the multimedia against piracy, for example, using watermarks.

When the multimedia data is static (i.e. it does not need real-time streaming) it can be treated as binary data and can be encrypted using conventional algorithms such as DES or AES.

Nevertheless, the multimedia encryption has to face, on the one hand, the excessively large quantity of information [9] and on the other, the need for the multimedia data to be processed in real-time (the speed for MPEG-2 can be greater than 40 Mbps). When the video and audio data need a high transfer speed, for example real-time streaming, the previous solution is not suitable. Conventional cryptosystems are too slow to process multimedia data, and therefore the security of many multimedia applications in real-time cannot be ensured. As a result, selective encryption [31] is necessary where only some portions of the bitstream are encrypted. These portions will be selected according to the data compression format. How the multimedia encryption algorithms access the data depends on the compression format, for example, in the case of the MPEG video format, headers, frames, vectors of movement, etc. are encrypted using algorithms such as DES or AES.

To improve multimedia encryption algorithms, mechanisms could be applied to increase the speed of encryption although this would be detrimental to the security. Given that the multimedia data does not generally need high levels of confidentiality, this would be a good solution for journalistic information, since its monetary value is not so high as to make it attractive to attacks, and a lightweight encryption (degradation) would be sufficient. On the other hand, information related to industrial, governmental or military secrets needs a high level of security, so highly secure encryption algorithms would be applied to the detriment of the encryption speed. Therefore, these algorithms should be implemented according to the different security levels, both in the grid by means of CSI extensions, and in security libraries for wireless connections.

There is a wide spectrum of multimedia applications with different security requirements available, ranging from military applications that need a high level of security to applications needing to see the data in order to view and search a database. The characteristics that these algorithms must fulfill are [49]:

- They should provide sufficient security for every application.
- They should substantially reduce the computational cost with respect to total encryption.
- They should produce a bitstream compatible with the standard formats.

4.6. Security for mobile applications

Mobile devices have limited capabilities, which must be taken into consideration when their security mechanisms are designed. For devices with limited computational capacity, for instance, public key cryptography would not be a good option. It should also be pointed out that these are personal devices and, therefore, users taken them with themselves everywhere, considerably increasing the risk of theft or loss, with the resulting security risk.

Mobile devices exhibit some security problems due to their features:

- The physical weaknesses and limitations of wireless communications, e.g. high error rate, have an impact not only on features such as performance, but also security.
- The completely exposed environment associated with wireless air radio devices provides much more opportunities for malicious attacks and is more prone to accidental interferences.

The suggested security architecture for mobile devices is an attempt to improve some of their exhibited weaknesses. It is endowed with, among other features, a pseudorandom number generator (PRNG), support for secure storage, client authentication with certificates, and code signing. Furthermore, this architecture adds new
security services to mobile devices. Its API provides a set of security functions for mobile devices which will facilitate the integration of security aspects within mobile applications.

This architecture is build up of several layers (Fig. 5):

- Application security: This layer provides a high-level security API for wireless application programmers.
- Security services: Security services use protocols, policies and high-level security functionalities in order to provide protection to resources.
- Security management: The security management layer provides the maintenance of the security elements. The maintenance of an element involves tasks such as creation, deletion, modification, etc.
- Security utilities: This layer provides very specific functionalities, which require a special treatment.
- Security data: This layer provides storage capacities to security data.

The integration of mobile devices into the grid raises some problems [Isa05]. Although the connection does not require modifications in the existing infrastructure, it might undermine the operation of the grid due to the high level of error that these devices present.

In order to avoid it, mobile devices could access the grid via a proxy, which would be responsible for interacting with the grid on behalf of the device that it represents. In this way, the mobile device could delegate functions involving a high computational cost to the proxy. On the other hand, the proxy is not only a potential performance bottleneck, but it represents a “man-in-the-middle” which has implications for the privacy of the communication. Though the data are encrypted, any person with access to the proxy might see the data in cleartext, and this would be unacceptable for applications that need a high degree of security, such as banking and military applications. To avoid this, a trusted proxy could be established.

5. The integrated security architecture

In the following, we will present the integrated security framework. Fig. 6 shows this framework and also what extensions of GSI are needed.

In this figure we include three different areas: the mobile side, the proxy, and the whole grid.

The modules on the figure contain one or two different blocks. Lighter colours mean existing GSI functionalities, whereas dark blocks mean extended GSI functionalities.

The extended GSI architecture contains four layers:

- Security services: Security services use protocols, policies and high-level security functionalities in order to provide protection to resources.
- Security management: The security management layer provides the security elements maintenance. The maintenance of an element involves tasks such as creation, deletion, modification, etc.
- Security utilities: This layer provides very specific functionalities, which require a special treatment.
- Security data: This layer provides storage capabilities to security data.

Next we will explain in more detail the elements included in these layers.

Confidentiality is provided by GSI at two levels: the transport level and the message level. The GSI Transport provides transport-level security by using TLS, and it is used by default in GT4. The message-level security is based on the WS-Security and WS-SecureConversation specifications. Both security levels lack multimedia encryption algorithms. Thus, multimedia encryption algorithms, and protocols to exchange the related encryption information such as keys, algorithm names, etc., must be implemented. Data encryption algorithms such as AES or DES, which will be used in multimedia encryption algorithms, will be provided by third-party libraries (e.g. BouncyCastle libraries).

The Authentication method of GSI is based on PKI. All users and hosts have their identity certificates in X.509 format. Nevertheless, the mobile client authentication is not implemented in SSL of Java MIDP2. An application-level mobile client authentication protocol using identity certificates will be implemented. Fig. 7 shows the suggested protocol.

The mobile client sends its X.509 identity certificate to the proxy server. But the certificate does not prove the mobile client identity (certificates do not need to be kept secret, thus anybody could have...
the mobile client certificate). Thus, signed data is also sent to the proxy server. The mobile client uses his private key — which is only known by itself — to sign data, and when the proxy server receives the authentication response it verifies the signature with the public key included in the X.509 identity certificate. In this way, the mobile client proves its identity to the proxy. Furthermore, the proxy server verifies the identity supplied by the mobile client by using identity certificate X.509 searching in an access control list.

GSI provides functions to calculate and verify the message integrity–signed messages. These functions work within the GSI environment because they use GSS security context arguments (GSI implements GSS-API interface). But these functions are not suitable outside the
GSI; therefore the mobile client signature verification, explained in last paragraph, could fail. Extended GSI integrity functions will be needed in order to implement the mobile client authentication protocol.

Trust is not provided by GSI. Thus, a trust framework might be needed. Furthermore, a protocol between the mobile and the proxy might be implemented in order to integrate mobile devices to this framework.

GSI provides functionality to manage identity components, such as X.509 identity credentials or proxy credentials. Nevertheless, extended GSI have to be able to handle access control lists used by the extended authentication service, and identity information used by the trust framework.

The authorization mechanisms included in GSI allow simple authorization scenarios. The Gridmap Authorization, provided by GSI, is based on the Gridmap file, which contains a list of distinguished names that are allowed access to a service. For more complex authorization scenarios, Globus Toolkit provides an infrastructure to deploy other authorization mechanisms. An authorization model, such as Open PML, could be improved and deployed for the grid. The authorization data exchange protocol between the mobile device and the proxy will be implemented. This protocol will provide a way to integrate mobile security into the authorization mechanisms.

Privilege management is provided by Globus Toolkit for managing Gridmap authorization files, which is basically an access control list. The new authorization mechanisms integrated in the grid will need to operate with attribute certificates (which associate a subject to several attributes or privileges), and with information related to privileges, such as privilege delegation. These new authorization mechanisms can be fully integrated into the grid. Moreover, the trust management system will use the information provided by the privilege management in order to derive the trust values of the users.

The grid auditing infrastructure will provide grid users with mechanisms to define auditing policies. Extended GSI will provide classes to achieve these tasks and will integrate the new infrastructure into the GSI.

GSI offers secure storage, i.e., a mechanisms to prevent users to steal private data from other users. The files containing private data are encrypted using a password, and the data is recovered entering the password to decrypt the encrypted data. GSI uses this mechanism to store private keys. The extended GSI must implement classes to store security information in a safe mode. This type of information includes attribute certificates used by the authorization service, access control lists, etc.

Sometimes it is not necessary to store data in a safe mode. For example, GSI stores the private key of the proxy in a local storage system without being encrypted. Extended GSI must implement new classes to be able to deal with this type of storage, such as log files used by the auditing service, access control lists, and configuration files.

Credential delegation and single sign-on are dealt with by the GSI with the aid of proxy certificates. It is thus not necessary to extend any functionality of these services.

6. Future work and conclusions

This paper introduces the security framework that will be developed for the grid platform in the GREDIA project. We have followed the OGSIA standards, and in order to design the security framework we have used the GSI, Grid Security Infrastructure. GSI already contains some of the most important security services that are needed for ensuring security in grid environments, but others must be implemented by the developers. In particular, we have paid special attention to authorization. Thus, we have mentioned the most important existing authorization models and have indicated which of these are most useful for the GREDIA framework. We believe that PERMIS and VOMS are the most suitable models in this context.

Aspects that are not included in the GSI but are needed in GREDIA include encryption and a security framework for mobile applications. We have highlighted the most important security features that need to be added to Application Development Platform, the core of the application execution of the GREDIA platform.

In the future work we intend to integrate PERMIS and VOMS within the GREDIA platform. We also intend to develop the encryption algorithms required by the multimedia files that will be used in the media application pilot of GREDIA.
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