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1. Introduction

Internet of things, and particularly 6LoWPAN is defining a

new challenge for security, since wireless sensor networks are

being connected to the Internet.

it is necessary to provide efficient and usable security mechanisms that 

could protect the WSN against attacks.

Healthcare based on Internet of Things present a new set of challenges in 

security, since this application domain is one of the most restrictive.



2. Security Threats
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2. Security Requirements

Security 
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3. Security primitives for 6LoWPAN devices

Symmetric Key Cryptography (SKC) provides confidentiality

and integrity to the communication channel, and requires that both the 

origin and destination share the same security credential (i.e. secret key), 

which is utilized for both encryption and decryption.

Public Key Cryptography was considered unsuitable for sensor node 

platforms, but that assumption was a long time ago. The approach that 

made PKC possible and usable in sensor nodes was Elliptic Curve 

Cryptography (ECC), which is based on the algebraic structure of elliptic 

curves over finite fields. Some studies has been carried out about RSA in 

reduce chips but mainly is going to be focused on ECC.

New scalability level, which can not be satisfied with Symmetric Key 

Cryptography (SKC). For that reason, it is required Public Key 

Cryptography (PKC), it is evaluated and optimized RSA and ECC 

algorithms. 



4. Mathematical Optimization

RSA and ECC require two different integer sizes (k). Specifically,

it is considered 1024-bit for RSA and 160-bit for ECC

Montgomery’s representation

In Montgomery representation for representing the numbers a and b, 

which are going to be multiplied, we have aR and bR mod n. Problem is 

coming with the multiplication operation,  we get abR^2, but what we need 

is abR. The great advantage of Montgomery is just to avoid that, since 

Montgomery offers the reduction of the factor R.

Multiplication operation is what consumes the higher part of the time, 

since it is repeated thousands of times. For that reason, multiplication 

operation is what we will go to optimize and discuss more in detail



4. Mathematical Optimization (Multiplication)

Let an instruction from the microprocessor’s set of instructions to carry 

out multiplication operation, which operated 2 registers of 16 bits and save 

the 32 bits of the result in two registers of 16 bits. For example, this 

instruction is simulated in MSP430 chip, which is the microprocessor used 

by Tmote Sky for our evaluation – around 150 cycles



4. Mathematical Optimization (Multiplication)

We have aR and bR mod n. For each step of the multiplication of aR by 

the digits of Bi, since multiplication is carried out in blocks of 16 bits, this

needs to add the result with the previous result i.e. an addition

of (a sum of two numbers k bits and 16 bits, so alpha (k +1) /16 additions), 

then this needs to divide it by 2^16 mod n, we call  delta for the time used 

for the division by 2^16.

Based on Extended 

Euclidean algorithm



4. Mathematical Optimization (bit shifting)

We have aR and bR mod n are stored in binary representation, so

We calculate (aR)(bR)R^-1 = (ab)R, therefore we need to

carry out k right bit shiftings (with k = 160 or 1024 according)

Since modulus n is odd, when it is divided by 2 mod n, two options are 

defined: either it is even number and it can be directly shifted, or it is odd 

number and consequently needs to add n, in order to reach 0 in the least 

significant bit and be able to shift it.

For the multiplication process is needed a variable to accumulate the 

current result, we will call to that variable P, Each one of the digits from P 

is going to be multiplied by the digits from A and divided by 2.



4. Mathematical Optimization (bit shifting)

To estimate the time, we will consider that the probability of finding Bi = 1 

or 0 is the same, i.e. 1=2. Therefore, for each k bits of Bi, when it is 1, it 

needs to carry out an addition of k bits (i.e. addition of ai) and a division 

by 2 of P. And when it is 0 just only one right bit shifting. Therefore, k 

divisions by 2 and k=2 additions. Since, each division by 2 is, such as 

mentioned, when it is a shifting and 1/2 times also an addition of n. 

The total time is:  

MSP430 offers 16-bits operations, additions and bits shifting are defined in 

blocks of 16-bits. Alpha is the time for 16-bits additions and shifting 

(usually 1-4 CPU cycle for bit shifting and 1-6 cycles for additions, depends 

on access to memory and registers).  The final time is:



4. Mathematical Optimization (bit shifting)



5. Results - Comparative

When the number of cycles to carry out microprocessor’s multiplication 

operation is more than 15 times the cycles to carry out addition or bit 

shifting, it is preferable bit shifting solution. Since, MSP430 

microprocessor’s multiplication operation requires a big amount of clock 

cycles (150 cycles), while the bit shifting and additions are supported and it 

just needs between 1 n 4 cycles for bit shifting and 1 and 6 cycles for 

addition,  Therefore, the evaluation has presented that bit shifting is better 

than microprocessor’s multiplication operation with a relation of when its 

cost is 15 times or less than multiplication. It is between 38 and 150.



5. Results - Comparative

Multiplication is carried out in12480 cycles 

(1,5625 milliseconds in the 8 Mhz MSP430 

from Tmote Sky). In order to reach this 

solution, we have used  10 microprocessor’s 

registers to keep the 160 bits variable with 

the partial multiplication results, with this 

optimization we have reduced almost the 

40% of the total number of cycles, since rrc

operation for bit shifting, and add operation 

for addition spend 1 cycle and 3 cycles 

respectively, instead of 4 and 6. The Program 

shows as bit shifting of the 160 bits is carried 

out in just 10 cycles, and addition in 30 

cycles with this optimization. Finally, we 

have unrolled loops in order to optimize 

more the final assembler code.



5. Conclusions and Future Work

Healthcare domain and specifically mHealth requires scalable security 

based on PKC

Allergies detection for patients attended in healthcare environments
The evaluation has concluded that ECC is a suitable solution for Future 

Internet devices, such as 6LoWPANnodes, since time spent for 

Montgomery multiplication is just 1,5625 milliseconds.

Ongoing work is focused on assembler implementation of the modular 

inverses, in order to define a full optimized exponentiation to implement 

ECDSA (for digital signature), ECIES (for data encryption), and ECDH 

(for key establishment). In order to compare our solution with respect to 

other current implementations such as TinyECC.

Internet of things, and particularly 6LoWPAN is defining a new challenge 

for security, since wireless sensor networks are connected to the Internet
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