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Abstract

Wireless sensor networks (WSNs) are continually exposed to many types of attacks. Among these, the attacks targeted at the base station are the most devastating ones since this essential device processes and analyses all traffic generated in the network. Moreover, this feature can be exploited by a passive adversary to determine its location based on traffic analysis. This receiver-location privacy problem can be reduced by altering the traffic pattern of the network but the adversary may still be able to reach the base station if he gains access to the routing tables of a number of sensor nodes. In this paper we present HISP-NC (Homogenous Injection for Sink Privacy with Node Compromise protection), a receiver-location privacy solution that consists of two complementary schemes which protect the location of the base station in the presence of traffic analysis and node compromise attacks. The HISP-NC data transmission protocol prevents traffic analysis by probabilistically hiding the flow of real traffic with moderate amounts of fake traffic. Moreover, HISP-NC includes a perturbation mechanism that modifies the routing tables of the nodes to introduce some level of uncertainty in attackers capable of retrieving the routing information from the nodes. Our scheme is validated both analytically and experimentally through extensive simulations.
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1. Introduction

Wireless sensor networks (WSNs) [30] are highly distributed networks comprising two types of devices, namely, the sensor nodes and the base station. The sensor nodes are small battery-powered computers, which have the ability to measure the physical phenomena (e.g., temperature, vibration, radioactivity) occurring in their vicinity and to wirelessly communicate with other devices nearby. The base station is a resourceful wireless-enabled device in charge of gathering the data coming from different sources and processing them in order to gain insight about the phenomena being monitored.

Due to the number of sensors they can incorporate, these networks are extremely versatile, which makes them suitable for countless application scenarios where sensor nodes are unobtrusively embedded into systems for monitoring, tracking and surveillance operations. Many of these applications are extremely sensitive and thus security and privacy become essential properties [27]. Extensive work has been done on the protection of sensor networks from the physical to the application layer but privacy preservation has only recently drawn the attention of the research community due to the imminent adoption of this technology in scenarios involving businesses, individuals and valuables assets.

Privacy threats in WSNs can be categorised as content-oriented and context-oriented [19]. Content-oriented privacy focuses on safeguarding the actual data sensed by the nodes [32] and the queries issued to the network [10]. On the other hand, context-oriented privacy refers to the protection of the metadata associated with the measurement and transmission of data. These data include, among other pieces of information [20], the time at which sensitive information is collected and the location of the nodes involved in the communication.

Similarly, there are two main types of location privacy problems affecting sensor networks: source- and receiver-location privacy. The former is concerned with hiding the area where a particular phenomenon is detected while the later is intended to prevent disclosing the location of the base station. For example, in a military scenario, sensor nodes may be deployed to monitor the troops and vehicles belonging to a military force for a better management and control. While moving on the battlefield, the sensors nodes transmit messages which are forwarded to the base station to inform about the units observed and their whereabouts. Even when secure cryptographic algorithms are used to protect the confidentiality and integrity of the communications,
the mere presence of messages in the network reveal sensitive information to
the enemy: there are troops somewhere in the field. With little effort and
not overly sophisticated devices (e.g., a directional antenna) the attacker
can deduce more information from the packets he observes and eventually
traceback to the original data source. Similarly, the attacker could reach
the base station and take control of the network or even render it useless by
destroying this critical device. Both source- and receiver-location privacy are
important properties but the latter is essential for the integrity and surviv-
ability of the network. Besides its importance for the physical protection of
the network, the location of the base station is strategically critical because
it is most likely housed in a highly-relevant facility. In the aforementioned
military scenario, learning the location of the base station gives the attacker
an important advantage over the enemy as it is likely housed at military base.

These privacy problems are extensible to any application scenario be-
cause they are caused by the singular communication model of WSNs. See
in Figure 1 a typical WSN consisting of $50 \times 50$ nodes where 15 nodes are
reporting event data using a shortest-path routing protocol. Although this
is the most suitable configuration for preserving the limited energy budget of
sensor nodes because it minimises the number of nodes involved in the com-
munication process, it also produces very pronounced traffic patterns that
reveal the location of both the source nodes and the base station. Ideally,
the number of transmissions of each of the nodes should be similar in order
to provide an adequate privacy protection level, however this implies a sig-
nificant energy waste that negatively impacts the lifetime of the network. As
a result, a number of techniques [8, 14, 31] have struggled to randomise the traffic pattern while preserving the limited energy budget of the nodes.

Besides performing traffic analysis attacks, an adversary can exploit the fact that each sensor node stores a routing table to allow the delivery of data to the base station. Normally, the routing tables contain information regarding the distance to or location of the base station. This information can be used by the attacker to effectively reach the base station after inspecting very few routing tables, thus rendering useless the efforts made by the network in deploying anti-traffic analysis mechanisms. Notwithstanding, none of the existing solutions in the literature of receiver-location privacy take this serious threat into consideration. This paper addresses, for the first time, both problems in a single solution, the HISP-NC (Homogenous Injection for Sink Privacy with Node Compromise protection) protocol. On the one hand, HISP-NC data transmission protocol hides the flow of real messages by introducing controlled amounts of fake traffic to locally homogenise the number of packets being forwarded from a sensor node to its neighbours. On the other hand, HISP-NC perturbation scheme modifies the routing tables of the nodes to reduce the risk of node capture attacks while ensuring that data packets eventually reach the base station.

The rest of the paper is organised as follows. Section 2 compares this work with previous location privacy solutions in the area of WSNs. Section 3 describes the network and threat models as well as the main assumptions applicable to the rest of the paper. A detailed description of the HISP-NC data transmission and routing tables perturbation schemes are presented in Section 4 and 5, respectively. Then, Section 6 evaluates and analyses the potential limitations of our solution with respect to the traffic overhead and delivery time of data packets. Next, Section 7 presents a discussion and evaluates the privacy protection level achieved by the HISP-NC scheme under different types of attacks. Finally, Section 8 provides some concluding remarks and outlines new directions for future work.

2. Related Work

This section compares HISP-NC with existing location privacy solutions in WSNs. For a deeper analysis and classification of location privacy solutions in WSNs refer to [22].
2.1. Source-Location Privacy

The source-location privacy problem was introduced in [19]. This work proposes the Phantom Routing protocol to counter adversaries tracing back packets to the source node. This protocol sends each message on a random or directed walk to a phantom source, which finally forwards the packet to the sink using a flooding-based or a single-path routing scheme. In this way, each packet appears to have originated from a different data source. This protocol presents several drawbacks especially in the walking phase, which tends to stay close to the original source. New solutions [28, 23] have concentrated on guiding this walking phase while in other solutions [16] the phantom sources are placed in a ring where the messages are mixed with fake traffic.

To hide the presence of events from adversaries with a global hearing range, in [18] all sensors transmit messages at a fixed rate regardless of the existence of real events. This provides perfect privacy but the cost is unacceptable for battery-powered devices. Several authors have focused on reducing the energy waste of this approach. In [29] a filtering scheme is proposed to reduce the amount of fake traffic at various network locations. Also, some statistical approaches [25, 3] have been devised to modify the real and fake transmission frequency without the attacker suspecting.

In general, the presented solutions are based on the randomisation of the routes and the injection of fake traffic, which are intended to mislead the adversary or hide the presence of real packets.

2.2. Receiver-Location Privacy

Receiver-location privacy was originally investigated in [8, 9], where various load balancing techniques were designed. A multi-parent routing technique that randomly selects the next hop in the path from all available nodes closer to the base station is proposed. To further complicate traffic analysis, this technique is complemented with random walks in any direction and the injection of fake packets with a given probability distribution.

A similar approach is proposed by Jian et al. [13, 14]. They suggested dividing the neighbours of each node into two groups: closer and further. Later, data packets are sent with higher probability to nodes belonging to the group of closer neighbours. This results in a traffic pattern biased towards the base station, which can be noticed by an attacker after a sufficient number of observations. This problem is reduced by injecting fake packets in the opposite direction with some probability. However, the attacker can still
determine whether a packet is fake in some situations and therefore he is able to determine that the base station is in fact, in the other direction.

Other approaches [9, 5] have concentrated on the creation of hotspots, which are areas with high volumes of fake traffic that aim to attract adversaries. The main limitation of these schemes is not only the massive energy waste but also the ability to discard a hotspot once visited. Another scheme based on the injection of fake traffic is [31], where sensor nodes are programmed to transmit the same number of packets regardless of their proximity to the base station so that the traffic rate is homogenised. This strategy provides the best protection but it is also imposes the highest energy requirements because it requires all sensors to constantly inject fake traffic. A different approach is used in [2], which makes the base station mimic the behaviour of ordinary nodes (i.e. forward some of the packets it receives). However, the traffic trend still points to the area of the base station. Additionally, this approach proposes moving the base station to a safer location based on its own measured privacy level but it is not always possible to move it nor easy to determine whether the new position is really safe.

We proposed HISP [21], a packet transmission protocol also based on random route generation and fake packet transmissions that is capable of circumventing some of the problems presented by the previous works. Moreover, HISP-NC extends our preliminary results by incorporating a new mechanism that perturbs the routing tables of the nodes to cope with adversaries performing routing tables inspection. None of the previous solutions have considered this type of attack as a threat to receiver-location privacy.

3. Problem Statement

This section presents the network model as well as the capabilities of the adversary. It also introduces the main assumptions applicable to the rest of this paper.

3.1. Network Model

We consider WSNs used for monitoring purposes. Usually, these types of networks follow an event-driven model, which means that the decision to transmit data to the base station is made by individual sensor nodes immediately after the occurrence of special events in their vicinity. Consequently, this implies a many-to-one communication model where all the information flows from source nodes to a single or just a few base stations.
In this paper we consider networks with a single base station although the robustness of the solution is not affected by the number of base stations. As a matter of fact, having a single base station is the worst case scenario since all the traffic is addressed to a single device resulting in a more abrupt traffic pattern. In a setting with multiple base stations, the amount of traffic is more balanced between all potential recipients. Also, if the goal of the adversary is to bring down the network, he has to destroy each base station and eventually the scenario will be as the one considered here.

Moreover, we assume that the network is comprised of numerous sensor nodes which are deployed over a vast area. This prevents the adversary from both controlling the communications in a large portion of the network and having all sensors within easy reach. On top of that, sensor nodes could be hidden or placed beyond the visual field of the adversary. Sometimes this is not a strong assumption, for example if we consider application scenarios such as under-water or under-ground sensor networks.

We focus on highly-connected sensor networks, where every node is aware of its adjacent neighbouring nodes and the direction towards the sink. This information is achieved by means of a topology discovery protocol, which allows sensor nodes to build their routing tables. The data contained in the routing table might vary depending on the implementation but it must contain information about the distance (e.g., in number of hops) from each neighbour to the base station. In this paper, the routing table is sorted incrementally. More precisely, those neighbours which are closer than the original node to the base station are placed at the top of the table, the neighbours at the same distance are located in the middle, and the neighbours which are one hop further away are placed at the bottom of the table. We denote these groups of nodes as $L^C$, $L^E$ and $L^F$, respectively.

Finally, we assume that each sensor node shares keys with its immediate neighbours and makes use of secure encryption algorithms that prevent an adversary from obtaining any identifiable information from packet payloads. In other words, the encryption mechanism under consideration must be robust to cryptanalysis and also provide indistinguishability between real and fake transmissions. In order to achieve this feature, sensor nodes could add some noise to the payload of their messages before these are encrypted. The noise can be in the form of a secure random sequence [17] or a counter that is incremented for each transmitted packet.
3.2. Adversarial Model

The adversary considered here might take advantage of both traffic analysis and routing tables inspection in order to determine the location of the base station. For the sake of clarity, we assume that the adversary either chooses to perform one of these attacks at a time and thus we describe the capabilities of these attackers separately. Nonetheless, it would be possible for a single adversary to use both sources of information in an attempt to improve his success rate.

3.2.1. Traffic Analysis Attacks

Traffic analysis attacks consists of extracting or inferring information based on the mere observation of the traffic traversing the network. Consequently, adversaries performing this type of attack can be categorised mainly based on their eavesdropping capabilities and the mechanisms they use to extract the information from their observations.

First, we consider the eavesdropping capabilities of the adversary. In particular, we concentrate on both the hearing range and the ability to retrieve packet header information. With respect to the hearing range, adversaries might range from those capable of observing the transmissions of a single node to those powerful enough to monitor all the communications in the network. On the other hand, we distinguish between adversaries who, by observing a message, are capable of recognising the addressee of the next hop and those unable to retrieve this information. This information is contained in the header of the packets but it might be protected by means of some sort of pseudonyms mechanism [6]. Next, we provide a formal definition of the adversarial model:

**Definition 1 (ADV).** Let $X = \{x_1, x_2, \ldots, x_m\}$ be the set of sensor nodes comprising the network and let $x_i$ be an ordinary sensor node in the proximity of the adversary. We define the following adversaries:

- $\text{ADV}_n$ chooses first a node $x_i$, and then observes the transmissions of node $x_i$ and all its neighbours within distance $n$. In the next round he may choose a different node $x_i'$. The choice of the next $x_i'$ depends on the movement strategy, see for instance time-correlation and rate monitoring, below.

- $\text{ADV}_a^n$ is similar to the previous one: he observes the transmissions of node $x_i$ and all its neighbours within distance $n$, but this observation includes also the addressees of all those transmissions.
We could define other types of attackers that are unable to monitor all the neighbours within a certain distance but only a partial set of them. However, these types of attackers and their analysis will be left for future work.

The attacker model considered here has a *local* hearing range, similar to an ordinary sensor node\(^1\) (i.e., \(\text{ADV}_1\)), which is the typical hearing range considered in the literature. These adversaries are capable of monitoring any packets transmitted by nodes at distances no larger than 1, as those depicted in Figure 2. In this figure, the central node, \(x_i\), broadcasts a message that is received by all its immediate neighbours. Transmissions are depicted by means of lines and arrows. An arrow represents that the packet is addressed to that particular node while dashed lines represent that these nodes are passive observers. When the arrow is dashed we mean that the node identifier cannot be retrieved by the attacker while the ordinary arrow represents that the identifier is accessible. Finally, the dotted circles represent the hearing range of the adversary.

Moreover, the adversary is *mobile* and decides in which direction to move based on his observations and the particular features of the communication model. Also, we assume that the attacker knows how the protection mechanism works or he will eventually understand it (i.e., we adopt Shannon’s maxim [24]). When the adversary reaches the next node he continues to analyse the traffic in his vicinity in an attempt to reduce the distance to the base station. Deciding which node to visit next is based on the information gathered from the two attack strategies proposed in the literature: the

---

\(^1\)The hearing range of current sensor nodes operating outdoors is around 100 meters for low power configurations [12]. However, these values might be altered by many factors such as the signal frequency or the presence of obstacles.
time-correlation and the rate-monitoring attack.

In a time-correlation attack, the adversary observes the transmission times of a node $x_i$ and its neighbours. Based on the assumption that a node forwards a received packet shortly after receiving it, the adversary is able to deduce the direction to the sink and move accordingly. In a rate-monitoring attack, the adversary moves in the direction of the nodes transmitting a higher number of packets. This attack is based on the fact that nodes in the vicinity of the base station must transmit not only their own data packets but also the traffic from remote sources. This strategy is less efficient than the previous one because it means the adversary has to capture a sufficient number of packets before moving. Additionally, this attack is not effective when there are very few data sources or the adversary is not close to the sink.

3.2.2. Routing Tables Inspection

Node capture is a form of physical attack which is favoured by the unattended nature of sensor networks. Sensor nodes are usually deployed in open and hostile environments and thus they are within reach of adversaries which might try to tamper with them. Physical attacks may come in various guises [4] that range from node destruction to node reprogramming as well as node replacement or the extraction of data contents from the memories in the node.

Here, we concentrate on adversaries who capture sensor nodes with the sole purpose of retrieving information that might be useful for reaching the base station. The goal of the adversary is not to destroy the nodes or modify their software to interfere with the communications or the normal operation of the network. This allows the attacker to remain undetected to potential intrusion detection systems and therefore continue tracking down its target for a longer period of time. Note that this is also the case for adversaries performing traffic-analysis attacks. In general, we say that the adversarial model considered in this paper is passive.

After capturing a node, the adversary may have access to the data contained in the node. In particular, the most valuable piece of information for an adversary willing to reach the base station is the routing table. A node’s routing table indicates the distance from each of its neighbours to the base station (see Figure 3), which is used to select the most suitable routing paths. Consequently, an adversary retrieving the routing tables of several nodes may acquire a very good clue as to the distance and direction towards
the base station.

In this respect, the node capture strategy is not clearly defined in the literature because, as far as we are concerned, this is the first receiver-location privacy solution to consider this threat. Nonetheless, several papers have dealt with the modelling and mitigation of node capture attacks in WSNs (e.g., [7, 26]) particularly in the protection of secure communication channels for random key distribution systems. Some authors consider that adversaries pick nodes in the field at random while others assume that the adversary chooses to compromise (all or some) nodes within a particular region. In this work we consider that the adversary is more successful if he captures nodes from nearby, rather than randomly. Also some features, such as the time it takes to compromise a single node, are considered by other authors but we will not take them too much into consideration here. Instead, we will assume that the adversary is not capable of inspecting more than a given number of routing tables during a single data transmission phase.

Once the adversary has captured a node and retrieved its routing table he can make a decision on his next move. Provided that the routing tables are correct, the adversary is certain that the first neighbour in the table is closer than the current node to the base station. Thus, the adversary is more likely to reach the base station if he moves towards the first neighbour in the routing table for each compromised node. Moreover, after only a few captures the adversary obtains a good idea of the direction towards the base station. More details about the operation of the adversary are provided later in Section 7.

4. Data Transmission Scheme

This section provides a detailed description of the HISP-NC data transmission protocol. We present an overview of its main features as well as some fundamental properties that must hold so as to ensure a robust privacy-preserving transmission protocol and the arrival of packets to the sink. Also, the neighbour discovery process is described since it is crucial for the subsequent data transmission stage.

4.1. Overview

The transmission protocol used by HISP-NC is basically a biased random walk scheme reinforced with the injection of controlled amounts of fake traffic. Whenever a node has something to transmit, it sends two packets
to different random nodes. This probabilistic process is repeated for each transmission and it is devised to ensure that messages flow in any direction; evenly distributing the traffic among all neighbours. One of these packets is more likely sent to a node closer to the base station while the other packet is addressed to a neighbour at the same distance or further away with high probability. Consequently, one of the packets can carry real data and the other one can be used as a mechanism to hide the data flow. In this way, the protocol prevents the adversary from successfully determining the direction to the sink by observing the packets transmitted in his vicinity while the delivery delay is not significant.

This process is guided by a computationally inexpensive approach that determines the recipients of messages. A node selects two neighbours by picking uniformly at random, a combination resulting from all the combinations of two elements without repetitions from its routing table. Since the routing tables are arranged in such a way that the nodes closer to the base station are at top of the table, the resulting combinations are more likely to have one of these nodes in the first position of the duple. Therefore, real packets are sent to the first node in the combination and fake packets are sent to the second. As each node appears in the same number of combinations, the traffic is evenly distributed. Moreover, nodes receiving fake traffic must also send two messages, both of which are fake, to prevent the protocol from leaking information. Also, a time-to-live parameter is introduced to control the durability of fake traffic in the network.

4.2. Neighbour Discovery Process

Shortly after the deployment of the network, a network discovery protocol is launched to allow sensor nodes to route data packets. This process is initiated by the base station, which broadcasts a message containing a hop count initially set to zero. On reception, each node stores the minimum hop count received from its neighbours and forwards the message after increasing the hop count by one. In this way, each node builds a routing table that contains its neighbours at distance \( n - 1 \), \( n \), and \( n + 1 \), where \( n \) is the number of hops from the node to the base station. The result of this process is depicted in Figure 3. In this figure we represent a particular network configuration and the routing table\(^2\) of node \( x \), which is three hops away.

---

\(^2\)It is not necessary to keep the distance or group values within the table. The arrangement (ordering) is sufficient for our protocol to work.
from the data sink. This node may use nodes $A$ or $B$, which are one hop closer to the base station, as data relays.

The neighbour discovery process is essential to the rest of our protocol. The reason is that the number and distribution of neighbours affects to both the level of protection and the delivery time as we will show in the following sections.

4.3. Data Transmission Properties

The protocol we are aiming for uses both real and fake messages. The source node, as well as any node that receives a real message, sends a real and a fake message, which should be indistinguishable to an adversary but not to the addressees. Property 2 aims to balance the amount of traffic being delivered from a node to its neighbours. By doing this, a local adversary cannot make a decision on which direction to follow based on the number of packets forwarded to neighbouring nodes. While the paths of fake messages are relatively short (this is a parameter of the solution), the path of real messages is intended to converge on the sink. This is established by Property 1: real messages must be transmitted to nodes closer to the base station with a high probability. These two properties together ensure that both real packets reach the base station and also that the flow of real messages is hidden by fake messages since they are indistinguishable. An additional technical property ensures that the transmission of each pair of messages is sent to two different nodes.
Property 1 (Convergence). Let $x$ be an arbitrary sensor node and $BS$ be the base station. Also, let $\text{neigh}(n)$ be the set of immediate neighbours of a particular node $n$. Then we say that a path is convergent if $x$ chooses the next node $x' \in \text{neigh}(x)$ such that:

$$E(\text{dist}(x',BS)) < E(\text{dist}(x,BS))$$

where $E$ is the mathematical expectation and $\text{dist}$ is the distance between two particular nodes.

Property 2 (Homogeneity). Let $x$ be an arbitrary sensor node and $\text{neigh}(n)$ be the set of immediate neighbours of a particular node $n$. We say that the transmissions of a node $x$ hold the homogeneity property if:

$$\forall y, z \in \text{neigh}(x) \quad \text{Freq}_m(x,y) \simeq \text{Freq}_m(x,z)$$

where $\text{Freq}_m(x,y)$ represents the number of messages (real and fake) transmitted by node $x$ to node $y$.

Property 3 (Exclusion). Let $m$ and $m'$ be a pair of messages and $t$ be a particular transmission time. Let $\text{send}(m,x,y,t)$ denote that $x$ sends to $y$ the message $m$ at time $t$. The exclusion property states that:

$$\forall m, m', x, y, t \quad \text{send}(m,x,y,t) \land m \neq m' \Rightarrow \neg \text{send}(m',x,y,t)$$

The fulfilment of all these properties guarantee the usability of the system and privacy of the base station. Next, a data transmission protocol that is consistent with these properties is presented.

4.4. Transmission Protocol

The HISP-NC data transmission protocol introduces insignificant computational and memory overhead because it is based on straightforward operations. More precisely, it only requires a simple sorting operation and a pseudo-random number generator [15].

Since we need to send two messages, the combinations of two elements without repetition from all neighbours in the routing table is an elegant and lightweight mechanism for the selection of neighbours, which is conforms to the provisions of Property 3. Moreover, if the routing table is sorted incrementally in terms of the distance of its neighbours to the base station (i.e.,
Algorithm 1 Transmission strategy

Input: packet ← receive()
Input: combs ← combinations(\{L^c, L^e, L^f\}, 2)
Input: FAKE_TTL

1: \{n1, n2\} ← select_random(combs)
2: if isreal(packet) then
3:     send_random(n1, packet, n2, fake(FAKE_TTL))
4: else
5:     TTL ← get_time_to_live(packet) − 1
6:     if TTL > 0 then
7:         send_random(n1, fake(TTL), n2, fake(TTL))
8:     end if
9: end if

\([L^c, L^e, L^f]\)) we can ensure that most of the resulting combinations have a closer or equally distant neighbour in the first position. Therefore, Property 1 is satisfied if the real packet is always transmitted to the first neighbour. Also Property 2 holds provided that we pick a combination uniformly at random from the set of all possible combinations.

In Algorithm 1 we describe the behaviour of a node upon the reception of a packet. The algorithm uses as input the received packet, a data structure that contains the combinations of two neighbours from the routing table, and a network parameter that controls the durability of fake packets in the network. Initially, the algorithm decides the random pair of neighbours to whom packets will be addressed (line 1). Subsequently, if the received packet is real, then it is be forwarded to \(n_1\) while \(n_2\) receives a fake packet whose time-to-live is set to \(FAKE_TTL\) (line 3). This parameter is dependent on the hearing range of the adversary and provides a trade-off between energy consumption and privacy protection. Also, note that the packets are sent in random order to prevent the adversary from trivially learning which is the real message. The described behaviour is identical in the case the node, rather than being an intermediary, is a source node which signals the occurrence of a special event in the field.

To the contrary, if the received packet is fake, the node first obtains the time-to-live \((TTL)\) from the packet and decrements its value by one (line 5). In case the new \(TTL\) is greater than zero, the node sends two fake messages with the current \(TTL\) value (line 7). Since we consider adversaries with a
hearing range similar to an ordinary sensor node (i.e., the family $\text{ADV}_1$), fake messages might be forwarded only once but still exceed the reach of the adversary. This mechanism prevents fake messages from flooding the network and at the same time impedes adversaries from obtaining information from non-forwarded fake packets.

5. Routing Table Perturbation Scheme

This section describes the routing table perturbation scheme implemented by HISP-NC. First, we overview the need for and main features of the proposed solution. Then we present some naive solutions to the routing inspection problem and establish some perturbation requirements. Finally, we describe the devised perturbation algorithm.

5.1. Overview

Routing tables are a fundamental component of almost any data transmission protocol. They contain relevant information regarding the location or distance to the data sink. The HISP-NC data transmission protocol relies on the order of the table to determine suitable combinations of neighbours that satisfy the usability and privacy of the system. However, the traffic normalisation efforts could be rendered completely useless if an adversary can inspect the routing tables as he would be able to determine which nodes are closer to the base station regardless of the use of traffic analysis techniques.

The routing table perturbation scheme complements the data transmission scheme by introducing some modifications to the routing tables of the sensor nodes. The modifications consist of a re-arrangement of the table in such a way that neighbours closer to the base station are not necessarily at the top of the table, neighbours at the same distance are not compulsorily in the middle, and likewise neighbours further away are not always at the bottom. In this way if an adversary captures the routing table of a node he cannot be certain of which neighbours in the table are closer to the base station.

The devised perturbation algorithm is modelled as an optimisation problem and it is inspired on evolutionary strategies to find a solution. The algorithm is guided by a simple parameter that controls the degree of perturbation applied on the routing tables. This parameter balances between the efficiency of data transmission protocol and the resilience to routing table inspection.
5.2. Basic Countermeasures

The original distribution of the routing tables used by the HISP-NC transmission protocol is such that neighbours closer to the base station are placed before neighbours at the same distance, and these in turn are placed before farther neighbours (recall Figure 3). This particular arrangement of the table is important for the generation of combinations of two neighbours where the first element is highly likely to be in the set of closer nodes (i.e., \( L^C \)), which allows the distance to the base station to be reduced. However, if an attacker retrieves the routing table of a node he might use this information to determine which neighbours are closer, move to any of these nodes, and repeat the process. After very few repetitions the attacker has a very good estimation of the direction towards the base station. To prevent node routing table inspection from being a substantial threat to receiver-location privacy, it is necessary to introduce some uncertainty into the routing tables.

Since the routing tables of the nodes may change after each topology discovery protocol, the perturbation must be performed on all sensor nodes. Otherwise, if the decision of modifying the routing tables was determined by a particular probability distribution, the adversary could compromise a node and wait until the next discovery phase to check whether its routing table has changed. If so, the adversary only needs to wait for a sufficient number of updates until he discovers the pattern. In fact, the number of updates does not have to be necessarily high since observing the same routing table after a few discovery phases, indicates with a high probability that the original table is this one. To further increase the chances of correctly learning the real routing table, the adversary only needs to make more observations. In the long term, the original routing table stands out from the modified versions.

Similarly, making the nodes store fake routing tables does not provide extra protection to the real table. There are two main reasons why this is not an effective protection mechanism. On the one hand, the sensor node must also store a variable or pointer to the actual routing table and this information would be available to an adversary as well. On the other hand, even if it is not easy to determine which is the real routing table by analysing the memory of node (i.e., because it is obfuscated in someway), the attacker can eventually identify which table is in use. For example, this information can be retrieved by comparing the sets of routing tables generated by a node after different discovery phases. Those elements not present in the intersection of the sets of tables from different phases can be discarded if we
consider sensor nodes to be honest in the sense that the real routing table is always contained in the node.

5.3. Perturbation Requirements

The routing table of each node must be perturbed to prevent an attacker from easily gaining information about the location of the base station after inspecting them. The routing table resulting from the perturbation algorithm must (i) provide a sufficient level of uncertainty in the adversary and still (ii) be usable to enable the arrival of data packets at the base station.

Next we provide a formal definition of a routing table that will be later used to prove some desirable properties of the devised perturbation algorithm.

**Definition 2** (Routing table). Let $L^* = L^c \cup L^e \cup L^f$ be the list of all the neighbours of a node $n$, where $L^c = \{c_1, c_2, c_3, \ldots\}$ are neighbours of level $n-1$, $L^e = \{e_1, e_2, e_3, \ldots\}$ are neighbours of level $n$, and $L^f = \{f_1, f_2, f_3, \ldots\}$ are neighbours of level $n+1$.

A routing table is a bijection $r : \{N - 1, \ldots, 0\} \rightarrow L^*$, being $N$ the total number of neighbours.

In other words, a routing table is simply an ordering of all the neighbours of a specific node. Similarly, we can define $\text{pos} : L^* \rightarrow \{N - 1, \ldots, 0\}$ as the inverse of $r$, such that, given a specific neighbour it returns the position of this node in the table. An example is depicted in Table 1, where $\text{pos}(c_1) = N - 1$, $\text{pos}(f_3) = N - 2$, and so forth.

<table>
<thead>
<tr>
<th>Position</th>
<th>Node</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N - 1$</td>
<td>$c_1$</td>
</tr>
<tr>
<td>$N - 2$</td>
<td>$f_3$</td>
</tr>
<tr>
<td>$N - 3$</td>
<td>$c_2$</td>
</tr>
<tr>
<td>$\ldots$</td>
<td>$\ldots$</td>
</tr>
<tr>
<td>$1$</td>
<td>$e_6$</td>
</tr>
<tr>
<td>$0$</td>
<td>$f_5$</td>
</tr>
</tbody>
</table>

Table 1: A Specific Arrangement of a Routing Table

Having gained the previous definitions we are in a position to determine in which circumstances a routing table enables the eventual delivery of data
packets to the base station. When these conditions are met we say that the routing table is correctly biased.

**Theorem 1.** A routing table is correctly biased iff
\[ \sum_{n \in L^C} \text{pos}(n) > \sum_{n \in L^F} \text{pos}(n) \]

More simply, a routing table is correctly biased if and only if the probability of choosing an element from \( L^C \) as the recipient of data packets is higher than the probability of choosing an element from \( L^F \).

**Proof.** Assume that we pick a random combination of neighbours \((n_1, n_2)\), where \( \text{pos}(n_1) > \text{pos}(n_2) \) as defined by our data transmission protocol. Given a subset \( L \subseteq L^* \) we want to know what the probability is that the first node, \( n_1 \), is in \( L \). This probability is given by the following expression:

\[ P(n_1 \in L) = \frac{1}{C} \sum_{n \in L} \text{pos}(n) \quad (1) \]

where \( C = N * (N - 1)/2 \) is the total number of combinations of two elements without repetition of \( L^* \). Also note that \( C = 1 + 2 + \ldots + (N - 1) = \sum_{n \in L^*} \text{pos}(n) \).

It is possible to write all possible combinations without repetitions of two nodes as a list of pairs, lexicographically ordered, from the routing table:

\[
(r(N - 1), r(N - 2)), (r(N - 1), r(N - 3)), (r(N - 1), r(N - 4)), \ldots, (r(N - 1), r(0))
\]

\[
(r(N - 2), r(N - 3)), (r(N - 2), r(N - 4)), \ldots, (r(N - 2), r(0))
\]

\[
(r(N - 3), r(N - 4)), \ldots, (r(N - 3), r(0))
\]

\[
(r(1), r(0))
\]

Since the node \( r(N - 1) \) appears in the first position of \( N - 1 \) pairs, the node \( r(N - 2) \) in \( N - 2 \) pairs, and so on, they are exactly \( (N - 1) + (N - 2) + (N - 3) + \ldots + 1 \) pairs in the list, which is \( N * (N - 1)/2 = C \).

Now, choosing a random pair \((n_1, n_2)\) such that \( \text{pos}(n_1) > \text{pos}(n_2) \) is equivalent to choosing any pair from the previous list. Thus, the probability that a certain node \( n_1 \) is chosen as the first entry is simply the number of elements in the routing table \( r \) whose position is below \( n_1 \), divided by the total number of pairs. This is precisely \( \text{pos}(n_1)/C \) and Equation 1 follows directly.

\[ \square \]
The perturbation degree or bias of a routing table, $bias(r)$, is an important parameter to quantify because it determines both the speed of convergence of data packets to the base station and the uncertainty level of the attacker. We define the bias of a routing table $r$, $bias(r) \in [-1, 1]$, as the probability of sending data packets in the direction of or in the opposite direction to the base station. This parameter compares the level or distance of the current node, $level(n_0)$, with the expected value of the level of the next node in the transmission path, i.e., $E(level(n_1))$. The closer the bias is to 1 the greater the probability is that data packets are sent to nodes in $L^C$ (i.e., the distance decreases). Likewise, a bias value close to -1 implies that it is highly likely that the first element of the resulting combination belongs to $L^F$.

The bias of a routing table can be calculated as the weighted difference between number of combinations resulting from the neighbours in $L^C$ and the number of combinations resulting from neighbours in $L^F$. Formally:

$$bias(r) = \frac{1}{C} \left( \sum_{n \in L^C} pos(n) - \sum_{n \in L^F} pos(n) \right) \quad (2)$$

Proof. By definition, we have that the bias of a routing table is:

$$bias(r) := level(n_0) - E(level(n_1))$$

The level of the next node $n_1$ is the same level as $n_0$, or this value decremented or incremented by 1. This is determined by the list of neighbours to which the node belongs, $L^E$, $L^C$, or $L^F$, respectively. Thus,

$$E(level(n_1)) = (level(n_0) - 1) \cdot \mathbb{P}(n_1 \in L^C) + (level(n_0) + 1) \cdot \mathbb{P}(n_1 \in L^F) + level(n_0) \cdot \mathbb{P}(n_1 \in L^E)$$

$$= level(n_0) - \mathbb{P}(n_1 \in L^C) - \mathbb{P}(n_1 \in L^F)$$

and now the result follows directly from Equation 1.

As previously defined, the bias is a value in the $[-1, 1]$ interval, but not all values are eligible because the bias is dependent on the number of elements in $L^C$ and $L^F$. For example, $bias(r) = -1$ if and only if $L^* \equiv L^F$, since $L^C = \emptyset$ and $\sum_{n \in L^F} pos(n) = C$.
Let us first calculate the upper bound of the bias. The maximum value, \( \text{bias}_M(r) \), is reached when the elements in \( L^C \) are placed at the top of the routing table, the elements in \( L^E \) are placed at the bottom, and the elements in \( L^E \) are in between. Consequently, Equation 2 can be written in the following form:

\[
\text{bias}_M(r) = \frac{1}{C} \left( \sum_{i=1}^{c} (N - i) - \sum_{i=1}^{f} (i - 1) \right)
\]  

(3)

where \( c \), \( f \), and \( N \) are the number of elements in \( L^C \), \( L^E \), and \( L^F \), respectively.

Similarly, the minimum value, \( \text{bias}_m(r) \), is reached when \( L^C \) is at the bottom, \( L^E \) at the top, and \( L^E \) in the middle. Then, we can define it as:

\[
\text{bias}_m(r) = \frac{1}{C} \left( \sum_{i=1}^{c} (i - 1) - \sum_{i=1}^{f} (N - i) \right)
\]  

(4)

After mathematical transformations we have that the bias of a particular routing table \( r \) is bounded by the following equation:

\[
\frac{c(c - 1) - 2fN + f(f + 1)}{N(N - 1)} \leq \text{bias}(r) \leq \frac{2cN - c(c + 1) - f(f - 1)}{N(N - 1)}
\]  

(5)

5.4. Perturbation Algorithm

The perturbation algorithm in HISP-NC receives a routing table and a desired value and outputs an ordering of the table that satisfies, to some degree, the input bias value. This algorithm must be implemented by all nodes in the network and given the hardware limitations of the nodes, the complexity of the algorithm (i.e., completion time and memory requirements) must be minimised.

A deterministic perturbation algorithm that explores the entire search space of solutions has a complexity of \( O(A) \):

\[
O(A) = \frac{N!}{c! \ e! \ f!}
\]

where \( N \) is the total number of elements in the routing table, and \( c \), \( e \), and \( f \) is the cardinality of the groups \( L^C \), \( L^E \), and \( L^F \), respectively. This sort of algorithm always finds the best solution but the cost is determined by the total number of elements in \( L^C \), \( L^E \), and \( L^F \). Consequently, such a
The deterministic algorithm might be viable for configurations where the total number of elements in the table is low or when the neighbours in the lists are unevenly distributed, i.e., most of the elements belong to a single list.

Alternatively, this problem can be modelled as an optimisation algorithm where the objective function depends on the desired bias of the table and the positions of the nodes comprising it. More precisely, our algorithm is inspired by evolutionary strategies [11] where simple mutations are applied to the routing table in order to minimise the distance to the desired bias. In Figure 4a we compare the order of complexity of a deterministic version of the algorithm versus its evolutionary counterpart. We use the decimal logarithmic scale because the number of iterations required for the deterministic algorithm (upper plane) to reach the solution is significantly larger than for the evolutionary algorithm (lower plane). On the y-axis we depict the maximum number of iterations that the evolutionary algorithm is allowed to run since it might never find the best solution. Actually, the results presented for the evolutionary algorithm do not represent the last iteration of the algorithm but rather the last iteration when the value of the objective function was reduced, i.e., the iteration when the algorithm obtained the pseudo-optimal solution.

The perturbation algorithm (see Algorithm 2) is triggered immediately after the topology discovery phase. It receives as input the lists of neighbours from levels $n-1$, $n$, and $n+1$ as well as the desired bias for the routing table
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\[\text{3 The deterministic algorithm is not affected by this variable.}\]
Algorithm 2 Perturbation Algorithm

Input: $br \leftarrow \{L^c, L^s, L^p\}$
Input: $bias, MAX\_ITER$

1: $E \leftarrow energy(bias, br)$
2: $i \leftarrow 0$
3: while $(i < MAX\_ITER) \land (E \neq 0)$ do
4:    $br' \leftarrow swap(br)$
5:    $E' \leftarrow energy(bias, br')$
6:    if $(E' < E)$ then
7:        $br \leftarrow br'$
8:        $E \leftarrow E'$
9:    end if
10:   $i \leftarrow i + 1$
11: end while
12: return $br$

and the maximum number of iterations to run. Firstly, the algorithm calculates the distance to the objective by means of the $energy$ function (line 1). This function is basically defined as the distance between the desired bias and the bias of the current ordering of the table. The operations performed from line 3 to line 11 are intended to reduce the aforementioned distance. To that end, a mutation is performed over the current routing table (line 4) and then its energy is calculated. The mutation consists of swapping two elements of the table using a particular strategy. In the case that the mutation reduces the value of the objective function, then the previous routing table is discarded. The process is repeated for $MAX\_ITER$ iterations or until the desired bias is reached. Finally, the algorithm returns the perturbed routing table but before starting the data communication phase, the node must securely erase any data used by the algorithm.

Figure 4b depicts the performance of our algorithm with two different swap functions, which gives a good idea of the average number of iterations our algorithm needs to find a pseudo-optimal solution. More precisely, the upper plane represents the median number of iterations when using a function that swaps two random elements of the table. In contrast, the lower plane represents the mean number of iterations when the mutation is more intelligently done and consists of swapping the two elements that achieve the largest decrease on the value of energy function. Clearly, as shown in the
figure, the smart swapping converges faster on the solution than the random swapping, especially as the number of neighbours increases, but it requires more processing power.

Finally, note that this algorithm might not reach the optimal solution but it converges to it. Either it is infeasible to achieve the expected solution for the given lists of neighbours (see Equation 5), or the number of iterations of the algorithm was insufficient for the swapping function to allow the convergence. Also, given the non-deterministic nature of the solution, it may be that the result differs for two runs of the algorithm with the same input parameters. This provides an extra means of protection from reversing attacks.

6. Protocol Analysis

This section presents a detailed analysis on the potential limitations that might hinder the successful operation of the HISP-NC protocol. The numerical analysis is supported by a number of experiments conducted in our own discrete-event simulation environment developed in MATLAB [1]. First, we explore the impact of the network topology and the expected number of hops for real messages to reach the base station prior to and after the perturbation of the routing tables. Finally, we analyse the overhead introduced by our solution in terms of fake packet transmissions.

6.1. Network Topology

The distribution of real and fake messages is clearly impacted by the number of the neighbours in each of the groups of the routing table of the nodes. As stated in Section 5.3, the arrangement of the table and the size of each of the groups of neighbours determine the bias of the table. In other words, Property 1 could be unsatisfied if the number of neighbours in \( L_C \) is significantly lower than the number of neighbours in \( L_F \). This problem is dependent on the topology of the network and the hearing range of the nodes.

To have a clearer picture as to what extent this poses a real limitation to our data transmission protocol, we provide a numerical analysis on the number of elements in \( L_F \) that any sensor node can withstand without sacrificing the usability and privacy of the system. The present analysis considers the unperturbed version of the routing table, where the elements are arranged according to their distances to the base station.
Let $N$ be the total number of neighbours of an arbitrary node such that $N = c + e + f$, where $c$, $e$, and $f$ are the number of neighbours in $L^C$, $L^E$, and $L^F$, respectively. The theorem below gives a sufficient condition on $c$, $f$ and $N$ to ensure the desired property of data convergence.

**Theorem 2.** Real messages follow a biased random walk converging to the base station if $f < \sqrt{2c(N - c)}$ for any sensor node in the route.

**Proof.** We want to show that if $f < \sqrt{2c(N - c)}$ then $P(n_1 \in L^C) > P(n_1 \in L^F)$, which represent the probabilities of sending a data message to a node in $L^C$ and $L^F$, respectively.

The number of combinations of two neighbours where at least the first element belongs to $L^F$ is:

$$\binom{f}{2} = \frac{f(f - 1)}{2}$$

while the number of combinations of two neighbours where the first element of the duple is a node in $L^C$ is:

$$\binom{c}{2} + c(e + f)$$

Consequently, the probability of selecting a neighbour in $L^C$ is higher than the probability of selecting a neighbour $L^F$ iff the number of combinations with a closer neighbour in the first position of the duple is larger than those with the first element being a further neighbour. Formally:

$$P(n_1 \in L^C) > P(n_1 \in L^F) \iff c(c - 1) + 2c(e + f) > f(f - 1)$$

In order to simplify the analysis we make some generalisations which are less restrictive but still provide a sufficient condition for the proof.

$$2c(e + f) > f^2 \Rightarrow c(c - 1) + 2c(e + f) > f(f - 1)$$

Provided that $c + e + f = N$, the previous equation can be expressed as:

$$f < \sqrt{2c(N - c)} \quad (6)$$

Therefore, we might say that if Equation 6 is satisfied, then the following implication holds:
Intuitively, the imposed restriction can be satisfied in manually deployed networks deployed following a particular topology (e.g., grid or mesh). Yet we deem it necessary to validate the feasibility of our restriction in randomly deployed networks by means of experimental simulations. In particular, Figure 5 depicts the average results over 50 repetitions of our network discovery protocol for various network sizes. We considered the following network parameters: (i) a square field area of side 1, (ii) the transmission radius of the nodes is set to 0.1, and (iii) networks ranging in size from 100 to 700 randomly deployed nodes. In Figure 5a we show that the probability of isolated nodes drops significantly when the network size is over 200 nodes. Moreover, Figure 5b presents the average number of neighbours closer, equal and farther for any node in the network. In this figure we also show that the restriction imposed by Equation (6) on the maximum number of further neighbours is satisfied at all times.

Note that the results shown in Figure 5b are average values and there might be some nodes not satisfying the restriction. However, this would only pose some additional delay unless there are network regions with a high concentration of nodes unable to fulfil the imposed condition. This issue might cause network packets to continuously move back and forth impeding their progress towards the base station. This is not the case when the node...
density is sufficient. However, this is a problem that does not only affect our solution.

In general, we can state that when the density of a randomly deployed network is over 350 nodes per square kilometre there is a high probability of full connectivity; considering transmission ranges of 100 meters. Also, the restriction on the number of neighbours is satisfied for such density.

6.2. Message Delivery Time

The probabilistic nature of our protocol introduces some uncertainty on the delivery of messages to the sink. This issue has some implications both on the reaction time of the network and the energy consumption of the nodes. Therefore, we provide some insights into the expected number of hops to reach the base station for a packet originated \( n \) hops away.

Let \( x_n \) be the expected number of hops for a packet originated at distance \( n \). The proposed transmission protocol can be modelled by the following recurrence equation:

\[
x_n = 1 + px_{n-1} + qx_n + rx_{n+1}
\] (7)

This equation represents a biased random walk where the packet will be forwarded to a neighbour after increasing the number of hops by one. At each hop, we have a probability \( p \) of delivering the packet to a node closer to the base station, a probability \( q \) of staying at the same distance, and a probability \( r \) of moving in the opposite direction. Therefore, the average speed towards the base station is \( p - r \).

In general, this result is true for constant values of \( p \) and \( r \) but this is not always the case in sensor networks. The reason is that not all sensor nodes present the same distribution of neighbours. This depends on the hearing range of the nodes, the network topology and their location in the field. In Figure 6 we present the performance of our protocol for WSNs deployed in a grid with equal transmission power for all nodes. We examine various configurations which are obtained by increasing the transmission power of the nodes and this in turn changes the connectivity of the network. Each of these configurations present, on average, 4, 8, 12 or 20 neighbours per node. Also, for each configuration we place the source at various distances from the base station: 5, 10, 15 and 20 hops. Several source nodes are selected for each distance and every single source node generates 500 data packets to be received by the base station.
The results show that the expected number of hops increases with the distance to the sink as well as with the connectivity of the nodes. As the number of neighbours available to a node increases, the more difficult it is for the adversary to make a decision on which of the recipients is actually closer to the base station. However, a significant increase in the number of neighbours also has implications on the delivery time because as the transmission range grows, more nodes are included in the group of equally distant neighbours (i.e., $L^c$) of the node. This issue is shown in Figure 6b, where we provide a box-plot representation of the number of neighbours closer (C), equal (E), and further (F) for the simulated network configurations. For example, $C_4$ indicates the number of closer neighbours in the 4neigh network configuration.

Additionally, note from Figure 6a that, for all the configurations, the average speed of the packets decreases when they are close to the sink. Consider, for example, the 4neigh configuration. When the distance to the sink is 5, the expected delivery time is 11, while a packet at distance 20 will be delivered after 42 hops. This means that the time difference from distance 20 to 5 is 31 and thus, the average speed is $15/31 = 0.484$. However, in the proximities of the base station (from distance 5 to 0) the speed drops to $5/11 = 0.454$. The reason is that the distribution of neighbours for nodes around the base station is different from the distribution for distant nodes. More precisely, the nodes in close vicinity of the base station have very few nodes in the closer list but the number of nodes at the same distance or further away is high. The imbalance between the lists of neighbours grows with
Figure 7: Perturbation impact on message delivery

the transmission range of the nodes, being more significant for the 20neigh configuration. In this case, the speed drops from 0.358 to 0.179 in the vicinity of the data sink.

As previously stated, the perturbation of the routing tables negatively impacts the efficiency of the data transmission protocol and thus affects the message delivery time.

We conducted a number of experiments for the same network configurations described before. We modified the routing tables of all the nodes using our perturbation algorithm, which is configured to perform at most 30 random swaps and uses input bias values between 0 and 1. For each simulation we sent 500 messages from 10 random source nodes located at the edge of the network, which is 20 hops away from the base station. The results are presented in Figure 7a, where the mean number of hops travelled by packets is depicted, and Figure 7b, which shows the relationship between the bias value used as input to the perturbation algorithm and the mean bias of the network after its application.

From Figure 7b we can observe that for those configurations with a larger number of neighbours, the range of values defined for the bias is smaller. This is the reason why the mean number of hops increases more abruptly as the bias approaches zero in configurations with fewer neighbours. In particular, when the desired bias is exactly zero, the mean number of hops for the 4neigh configuration is significantly high (over 1800 hops) because the mean network bias is slightly below zero (-0.0097). On the other hand, the mean hop count for the 20neigh configuration is below 350 hops because the mean network
bias is close to 0.1.

In general, setting the desired bias value over 0.2 ensures that the mean number of hops for any configuration is below 100 for a source node located at the edge of the network.

6.3. Fake Traffic Overhead

The injection of fake traffic is a fundamental feature of the HISP-NC data transmission protocol since it hides the flow of real messages. However, the amount of fake traffic must be kept as low as possible in order to extend the lifetime of the nodes. To control the propagation of fake messages, our protocol defines a system parameter, \( FAKE_{TTL} \), that depends on the hearing range of the adversary in such a way that he is unable to observe the whole fake path. The idea is to prevent the adversary from controlling the transmissions of the node from which the first fake packet originated and the node which dropped the last fake packet, simultaneously. Otherwise, the attacker could learn information about the direction towards the base station.

Instead of injecting fake packets at regular intervals, which would provide the best privacy protection but would also deplete the sensors’ batteries rapidly, the transmission of fake traffic is triggered by the presence of real packets. When the eavesdropping range of the adversary is large, the energy cost associated with fake transmissions would be similar to making sensor nodes inject fake traffic at regular intervals with the difference being that fake packets would be injected only in the presence of events.

In Figure 8 we illustrate the overhead imposed by HISP-NC for different time-to-live values and the various network configurations considered. More precisely, we show the ratio of fake over real messages that is introduced to balance the transmissions in a band around the real path. When \( FAKE_{TTL} \) is set to zero, the ratio is 1 because each real packet is transmitted in conjunction with a single fake packet, which is no longer propagated. The ratio is not affected by different network topologies since the number of transmissions performed by the protocol is independent of the connectivity of the sensor nodes. As the time-to-live grows, the ratio increase is in the order of \( O(2^{n+1}) \) where \( n \) is the hearing range of the adversary. In any case, given the adversarial model considered in this paper the overhead imposed by this approach is moderate.

Finally, note the overhead imposed by fake transmissions might be reduced by half if we introduce a slight modification. Instead of sending two packets upon the reception of traffic, we might send a single packet addressed
to two node identifiers. In this way, and assuming that the identifiers are hidden from potential observers, the two recipients receive the packet and continue with the forwarding process. The first identifier indicates the real recipient and the second indicates the fake recipient. This improvement is possible due to the broadcast nature of wireless transmissions, which allows all the neighbours of a node to overhear its messages.

7. Privacy Evaluation

The HISP-NC data transmission protocol aims to provide protection from local adversaries capable of performing various types of traffic analysis attacks. The strategy of the adversary is to repeatedly move to a node closer to the base station by observing the transmissions along the communication path. Starting at any point of the network he eventually finds a data sender. From this location, the adversary attempts to determine the direction to the base station by observing the communications of the data sender and its neighbours.

Firstly, the adversary might perform a time-correlation attack and move in the direction of the neighbour forwarding the first message transmitted by the data sender. Given the features of our solution, several cases may occur depending on whether the packet is real or fake. If the packet is real, the adversary is highly likely to reduce by one, his distance to the base station. However, this is not necessarily the case because real traffic might also be forwarded in other directions. Moreover, the probability of following a real packet is lower than the probability of following a fake packet. The reason is
that, as real messages move, they generate pairs of messages, one real and one fake, while fake messages trigger the transmission of pairs of fake messages. Also, note that the adversary can only be certain of whether he made the right choice when he follows a fake packet that is no longer propagated. This situation provides the adversary with no information about the direction to the base station because fake messages are forwarded in any direction. This is true unless the hearing range of the adversary allows him to observe both ends of the branch of fake messages. In that case, the adversary could determine that the root of the branch is closer to the base station with a high probability.

Alternatively, the adversary might choose to perform a sufficient number of observations before making a decision on the next move. In that case, the adversary will move towards the neighbour with the higher transmission rate. To reduce the success of this strategy, the HISP-NC transmission protocol makes nodes to evenly distribute messages among their neighbours, thus locally homogenising the number of packets being observed by a potential adversary. Again, the adversary cannot distinguish real from fake packets unless he observes a node which, after receiving a packet, does not forward it. This implies that he is at the edge of the band of fake messages surrounding the path of real data. Being able to precisely determine the limits of the band of fake messages could provide the adversary with information on how to reach the base station. However, the number and behaviour of events being reported by the sensor nodes may be extremely dynamic, which hinders the process of bounding the aforementioned band. Moreover, real packets are sent following a random walk which causes the band to be rather arbitrary. Consequently, even if the adversary was capable of delimiting the edges of the band at some point, this information does not necessarily lead him to the base station.

Notwithstanding, in an attempt to empirically demonstrate the validity of our privacy-preserving data transmission protocol we have launched a number of simulations with different types of adversaries starting next to the data sources, located at various distances from the base station ranging from 5 to 20 hops. Each experiment was executed for 500 simulation steps and we considered the same network configurations as in Section 7. First we ran simulations under a random adversarial model that, for each simulation step, moves to a random neighbour regardless of the transmission of messages. Then, we run the experiments with attackers performing rate-monitoring and time-correlation attacks. The results are depicted in Figure 9a.
We observe that the success rate of a random adversary is significantly higher than for the other two types of adversaries but still its success rate is close to or below 0.35. The random adversary is more effective for configurations where the average number of neighbours is smaller. Also note that in a quarter of the simulations, the adversary is placed only 5 hops away from the base station, which is when the adversary is more successful. Finally, it is worth noting that the success rate for the rate-monitoring adversary is zero at all times, however the time-correlation adversary reaches the base station occasionally, although the previous analysis suggests that this should not occur. The reason is that due to the nature of our simulator\(^4\) we were unable to precisely represent the behaviour of a time-correlation adversary. Instead, the devised time-correlation adversary observes which messages are generated by the neighbours of the node and from those neighbours it randomly selects one as the next hop. The few times the adversary reaches the target is due to this random selection and because the initial position was only 5 hops away from the base station.

Additionally, we studied the success rate of an adversary performing node capture attacks. For each network configuration and bias value we ran 10 simulations, where the adversary started at random positions from the border of the network (i.e., 20 hops away). Again, each simulation consisted of 500 simulation steps, and we assumed that the adversary was capable of

---

\(^4\)It is not possible to obtain the exact time at which a message is transmitted and thus sort messages based on their creation time.
capturing the routing tables of a node at each step. Also, we assumed that the adversary could move to the next node of interest to him by simply knowing its identifier but in a real setting the adversary might need to repeatedly capture neighbours until he eventually finds a particular node. Moreover, the adversary keeps track of the number of times he has visited each of the nodes in order to perform a more effective attack and prevent being trapped inside loops. Furthermore, the perturbation algorithm is configured to run during the deployment of the network for at most 30 iterations. Another parameter of the algorithm is the desired bias. However, if we used the same input bias for all nodes, provided that the distribution of the tables of the nodes might differ significantly, this would cause some nodes not to modify their routing tables at all and this issue could be exploited by the adversary. To prevent this, we adjusted the desired bias to the range of possible bias values of each particular node. In this way, the routing tables of all the nodes were perturbed to the same extent.

As expected, the number of captures an adversary needs to perform before reaching the base station increases as the bias of the network approaches zero (see Figure 9b). Clearly, the protection is more effective for configurations with a larger number of nodes since the adversary keeps a record of already visited nodes and his strategy is to move to the first node in the routing table with the least number of visits. Although setting a very low bias is beneficial for protection against routing table inspection attacks it also negatively affects the delivery time of packets to the base station. Additionally, the number of tables an adversary might capture is rather limited due to the complexity of performing node capture attacks and also because compromising many nodes might reveal that the network is being attacked. In particular, if we consider that an adversary could capture at most a tenth of the nodes in the field, it is safe to use a bias value less than or equal to 0.5. Consequently, the bias is an important parameter that should be carefully tuned in order to find the right balance between usability and protection, based on the likelihood of node capture attacks.

However, it is worth noting that any attacker that is able to capture a node can behave as the node. Such an adversary has access to the (per-

\footnote{The number of nodes are 400, 1600, 1600, and 3600 for the configurations of 4, 8, 12, and 20 neighbours, respectively. Still, the distance from the edge to the base station is 20 hops in all cases.}
turbed) routing tables and he can simulate the algorithm of the node, and by repeating this process all along the path, he will eventually reach the base station. This is true for any algorithm, not a problem solely of our solution, as long as the attacker can capture the routing tables and knows how the node works (i.e., he has all the secrets), he is able to simulate the nodes he is compromising. Still, implementing a perturbation algorithm is much better than not modifying the routing tables. In the latter case, the adversary simply needs to always move to the first neighbour in the routing table and he will reach the base station with the minimum number of steps.

8. Conclusion

This paper has presented HISP-NC, a novel receiver-location privacy scheme for WSNs. The proposed solution consists of a data transmission protocol and a routing table perturbation scheme that aim to prevent both traffic analysis and routing tables inspection attacks. The data transmission protocol relies on the injection of fake traffic to hide the flow of real traffic which is sent to the base station using a biased random walk. The goal is to probabilistically homogenise the overall number of packets that a node distributes among its neighbours while preserving three critical properties (i.e., convergence, homogeneity, and exclusion). These properties together, ensure the usability and robustness of the protocol against local adversaries. Additionally, we have defined the concept of routing table bias and based on this concept we have devised the HISP-NC perturbation scheme. This part of the solution consists of an optimisation algorithm that modifies the routing tables of the nodes to hinder inspection attacks while ensuring the delivery of data packets to the base station.

The feasibility of the HISP-NC scheme has been validated both analytically and experimentally through extensive simulations. In particular, we have analysed the impact of the connectivity of the network on the convergence of the data packets and the privacy protection level. Also, we have investigated the expected convergence time of packets in order to gain insights into the expected delivery delay of our solution. Moreover, we have explored the overhead imposed in terms of fake traffic injection for adversaries with different eavesdropping capabilities. Finally, we have discussed and evaluated the privacy protection achieved against adversaries performing different types of traffic analysis and node capture attacks. The proposed solution has proven to be secure and efficient against local adversaries capable
of capturing a limited number of nodes in the network.

As for future work we are considering investigating new ways of reducing the fake traffic overhead required to protect against adversaries with a large hearing range. Also, we will explore the robustness of our scheme against more skilled adversaries. To this end, we first need to define a set of strategies based on the knowledge the adversary has about the network and the privacy protection protocol in use. The adversary may change his strategy depending on the context of the network. Countering such powerful adversaries may also require the development of new and more sophisticated protection mechanisms that have yet to be considered. Additionally, we are working on the design of a privacy-friendly topology discovery protocol since traditional solutions leak the location of the base station. Our final goal is to develop an integral solution capable of providing protection against attackers interested in both finding the base station and the data sources.
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