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Abstract

The correct operation of Critical Infrastructures
(CIs) is vital for the well being of society, however
these complex systems are subject to multiple faults
and threats every day. International organizations
around the world are alerting the scientific commu-
nity to the need for protection of Cls, especially
through preparedness and prevention mechanisms.
One of the main tools available in this area is the
use of Intrusion Detection Systems (IDSs). However,
in order to deploy this type of component within a
CI, especially within its Control System (CS), it is
necessary to verify whether the characteristics of a
given IDS solution are compatible with the special
requirements and constraints of a critical environ-
ment. In this paper, we carry out an extensive
study to determine the requirements imposed by the
CS on the IDS solutions using the Non-Functional
Requirements (NFR) Framework. The outcome of
this process are the abstract properties that the
IDS needs to satisfy in order to be deployed within
a CS, which are refined through the identification
of satisficing techniques for the NFRs. To provide
quantifiable measurable evidence on the suitability
of the IDS component for a CI, we broaden our study
using the Goal Question Metric (GQM) approach to
select a representative set of metrics. A requirements
model, refined with satisficing techniques and sets of
metrics which help assess, in the most quantifiable

way possible, the suitability and performance of a
given IDS solution for a critical scenario, constitute
the results of our analysis.

Keywords: Control Systems, Critical Infrastruc-
tures, Requirements, Satisficing Techniques, Metrics.

1 Introduction

Practically all our Critical Infrastructures (Cls) are
today under the supervision and are dependent on
other additional systems whose underlying infras-
tructures in turn, rely heavily on the new Information
and Communication Technologies (ICTs) for control.
Indeed, ICTs have now become essential elements
in our society because they offer significant bene-
fits to improve efficiency, cost reduction and enhance
quality of life. Mobile computing technologies, dis-
tributed systems, smart devices, wireless communi-
cation or cloud-computing are becoming the major
driving forces behind the management of diverse in-
formation, allowing a quicker operation of the great
majority of today’s competitors’ infrastructures and
their services.

In fact, most of these physical facilities are highly
interconnected to other national (and international)
infrastructures through communication systems, and
are managed through ICTs [10]. This new way of
monitoring makes the present Control Systems (CSs)
critical in themselves, where the notion of critical-




ity is intertwined with the nature of the system and
its sensitivity to adverse events caused by unforeseen
faults or intentional threats. This also means that
CIs and their minimum services (e.g., water, energy
or transport) are also dependent on the effectiveness
of the ICTs integrated inside CSs in charge of col-
lecting, distributing and processing the correct func-
tional performance of resources and the provision of
services.

Examples of CSs are Distributed Control Systems
(DCSs) or Supervisory Control and Data Acquisition
(SCADA) systems, and both belong to the category
of Industrial Control Systems (ICS) [8]. SCADA sys-
tems, in particular, are composed of hybrid integral
systems in which a set of control processes is widely
distributed over large geographical areas and the in-
formation is centralized at a single point, the SCADA
Center. Generally speaking, SCADA systems are
commonly sensitive to a number of threatening fac-
tors: (deliberate/unintentional) faults and existing
vulnerabilities related to access control, communica-
tion or control. All of them may imply not only the
degradation of the minimum monitoring services but
also the neglect of other essential services for society,
which could even result in the well-known cascading
effect between infrastructures [48].

The proof of this is found in annual reports pub-
lished by different governments through specific or-
ganizations such as the Furopean Union Network
and Information Security Agency (ENISA) [25] and
the Industrial Control System Cyber Emergency Re-
sponse Team (ICS-CERT) [52, 53], respectively. Both
reflect the current situation and the severity of poten-
tial threats, where the number of specific incidents
apparently continues to grow. This requires an im-
mense effort to design protection measures without
infringing the five basic control principles defined in
[11]: real-time operational performance, dependabil-
ity, survivability, sustainability and safety critical.

These five requirements are basic because they en-
compass a further set of important conditions, such
as availability, integrity, access to component, com-
ponent lifetime, change management and reliability,
among others [27]. Many of these requirements are
also included in the guidelines published by the Na-
tional Institute of Standards and Technology (NIST)

in [4] for ICSs and for Smart Grids in [7], and even
in the guidelines published by the North American
Electric Reliability Corporation (NERC) through its
NERC-CIP series (002-009) [5].

On the other hand, we have so far identified three
chief vulnerabilities in CSs: (i) weaknesses in the con-
figurations of the Cls (network configurations, secu-
rity policies, defense mechanisms, etc.); (ii) architec-
tural design of the system; and (iii) errors in the de-
velopment, which are generally related to software
(SW) and hardware (HW) elements. Many of these
vulnerabilities come from modernizing the TCP/IP-
based technologies, increasing, on the one hand, the
complexities of the CS and, on the other hand, adding
new vulnerabilities to the control.

Indeed, existing SCADA architectures, their de-
vices and their protocols have to adjust to the
new technological changes to offer network architec-
tures which are distributed, secure and autonomous
for data management in real time, interoperabil-
ity between protocols (e.g., Modbus or DNP3 with
ISA100.11a, WirelessHART or ZigBee PRO) and
scalability for the cooperation and collaboration with
the new control technologies. A clear example of this
new change is found in the new electrical distribution
generation, i.e, in the Smart Grid generation.

In the Smart Grid, CSs serve as the central edge
of supervision and data acquisition from thousands
to millions of smart devices with direct connection to
diverse networks: backhaul, Wide Area, Field Area,
Neighborhood Area, and Local Area Networks. In
this context, backhaul and the Internet are the chief
sources that connect the different sub-domains with
the rest of the networks, including Advanced Meter-
ing Infrastructures that characterize the bidirectional
interfaces between the real world, and the acquisition
and control world.

Through these interfaces it is possible to man-
age and interact with smart meters and utility busi-
ness systems, substituting the traditional one-way
advanced meters. This technological evolution also
shows how CSs are becoming more complex at the dif-
ferent levels (functionally, architecturally), and hence
also require special care when adapting new technolo-
gies. In other words, finding a perfect connection be-
tween systems and guaranteeing secure monitoring at



all times requires, for each adapted technology, a set
of minimum requirements which should not interfere
with the basic control principles.

Specifically, this paper looks at those requirements
that Intrusion Detection Systems (IDSs) should con-
sider since they act as the main way of filtering and
defense in CSs. We also explore the set of metrics
that help determine the compliance level of the re-
quirements of the IDSs in relation to the five control
requirements. It is necessary to focus on detection
technologies due to the current problems in finding
a suitable IDS capable of offering sufficient means
to not only understand any SCADA vulnerability
and all SCADA traffic (i.e., property protocols), but
also to guarantee sustainability, coexistence and scal-
ability when other types of TCP/IP protocols (e.g.,
6LowPAN for Internet of Things) have to be inte-
grated within the system.

To the best of our knowledge, the current SCADA
literature does not contain any extensive theoreti-
cal study on identifying those IDS requirements that
have to be considered when implementing IDS solu-
tions for ICSs. There are only specific-purpose ap-
proaches restricted to a set of factors [58],1805, e.g.,
the type of observed protocol (e.g., the SCADA IDS
defined within the SPARKS European project can
identify anomalies associated with TEC-61850 and
IEC-60870-5 networks [32]), the acquisition architec-
ture (centralized, distributed), the level of scalability
and detection granularity, the type of response (pas-
sive, active), or the degree of interoperability.

Given this, the main contribution in our paper is
the provision of an implementation guideline for IDS
solutions for CSs based on the intrinsic characteris-
tics of IDSs and in relation to the context features.
We also try to assist in the elaboration of future
adaptable intrusion detection applications for those
ICSs that are becoming increasingly complex and dy-
namic.

This paper is organized as follows, Section 2 re-
vises the special requirements and constraints of CSs.
Based on this analysis, in Section 3 we explore the
requirements imposed by this critical scenario on a
given IDS solution that would be deployed within
this environment. In Section 4, we further develop
our study by determining satisficing techniques that

would help fulfill the previously identified require-
ments. In Section 5 we outline useful metrics which
can help quantitatively evaluate the suitability of the
given IDS solution for the CSs. Finally, Section 6
concludes the paper and highlights future work.

2 The Special Requirements
and Constraints of Critical
Control Systems

As stated, CSs are systems that manage other crit-
ical systems (also known as “systems of systems”).
Specifically, ICSs are a type of control system, de-
ployed to aid in the operation of industrial infrastruc-
tures, the services of which are also essential to social
and economic welfare. This feature means that CSs
can also be considered as Critical Control Systems
(CCSs), where the correct operation of their control
services against unforeseen and/or dynamic changes
is of paramount importance.

2.1 CCS Requirements

CCS are complex systems, and this complexity is due
to several factors: (i) ICSs are composed of multi-
ple networks with thousands of nodes in them; (ii)
the heterogeneity of the network is high, integrat-
ing multiple types of nodes and technologies, i.e.,
legacy equipment (e.g., old Remote Terminal Units
(RTUs) and industrial sensors) using protocols such
as Modbus/TCP [40] running alongside modern de-
vices (e.g., cloud servers, wireless sensors, mobile de-
vices, etc.) which use technologies such as Bluetooth
[14] or ISA100.11a [45]; (iii) ICS components and sub-
systems have many dependencies between them, and
CCSs also have interdependencies with other Cls [48].

These factors make CCSs challenging systems to
manage, moreover, they also make the ICSs targets
vulnerable to attacks [25]. In recent years, cyber at-
tacks targeting Cls have increased exponentially, as
shown in the cases of Stuxnet [38], Duqu [34], the
Nitro attacks [18] and others [22, 51].

Due to their complexity, CCSs need to be analyzed
in order to better understand their requirements, to



provide them with adequate protection against the
multiple threats they face because of their charac-
teristics. In [11], the authors compile the require-
ments that a CCS must comply with to achieve the
right levels of security and performance. We describe
them here, as these requirements form the basis of
our study:

e Real-time performance: CCSs have hard real-
time constraints regarding communications, exe-
cution processes and system upgrading, as none
of them should cause delays in the system. The
communications’ response time is heavily con-
strained, sometimes tightened to a maximum of
one millisecond [8]. Additionally, naturally oc-
curring faults in CIs, or malicious activities can
introduce delays in the system, something that
needs to be palliated and reduced as soon as pos-
sible.

e Dependability: is “the ability of a system to prop-
erly offer its services on time, avoiding frequent
and severe internal faults” [11], thus a control
system must provide its service despite fault oc-
curring. Dependability comprises five attributes
that absolutely have to be observed: availability,
reliability, maintainability, safety and security
[11].

e Sustainability: as defined in [11], sustainability
is “the ability of a system to meet the needs of
the present without compromising its ability to
meet future needs”, i.e., the system must con-
tinue to function like the day it was deployed
despite any later updates, upgrades or modifica-
tion of its components (hardware and software).

o Survivability: is “the capability of a system to
fulfill its mission and thus to face malicious, de-
liberate or accidental faults in a timely manner”
[11]. Survivability is composed of three main
elements: unsusceptibility, resilience and recov-
erability (defined below).

e Safety critical: this is safety related to critical
environments; its implementation makes it pos-
sible to prevent unplanned effects that the fail-
ure of a critical system could inflict on society.

It also relates to the protection against faults
cascading from critical infrastructure to another,
the so-called “cascading effect” [11, 48].

These requirements are common to all critical en-
vironments. These scenarios are highly complex and
heterogeneous and, as we have mentioned, they com-
bine multiple technologies and are subject to many
restrictions and constraints. This makes it difficult to
use the same state-of-the-art in ICTs as in regular,
non-critical information systems. In Figure 1, we rep-
resent the aforementioned CCS requirements, graph-
ically. In this figure, not only do we consider the hi-
erarchies of the requirements and how they are com-
posed, we also consider that all these requirements
have the same level of importance or criticality.

Sustainability Safety-critical
Real Time
Performance

Dependability

Figure 1: SCADA Requirements

The reason for the hierarchization of these require-
ments is purely semantic, according to the definition
and concepts of safety, security and survivability en-
gineering [26]. We understand that if one of the
SCADA requirements is not met, the CCS fails to
perform its tasks and is incapable of providing the
required service. This failure to meet the SCADA
requirements causes failures in the affected CI which
could also possibly cause a cascading effect, affecting
those related and interdependent infrastructures that
rely on the service affected.

2.2 CCS Constraints

SCADA systems are one of the main types of CCSs
used for large, geographically-dispersed distribution
operations, such as electrical power grids, petroleum
and gas pipelines, water or waste-water systems
[68]. The special characteristics of CCSs, especially
SCADA, as seen in [11], result in special constraints
that control HW and SW elements deployed within



them have to comply with. Fleury et al. [27] iden-
tify these constraints and classify them in 5 different
categories:

e Performance and availability: critical data must
be available at all times, without delays or jit-
ter in data delivery, and it must be reliable and
have high integrity [27]. In addition to these
constraints, any (cyber) security mechanism im-
plemented must be fail-safe so that the failures
of such mechanisms do not result in the failure
of the CI.

e Deployment and management: CCSs need to
be highly stable with respect to failures before
they can be deployed because they govern phys-
ical systems with equipment deployed to last
decades. What is more, their operation cannot
suffer down-time for system maintenance and
upgrades in the way that is common to tra-
ditional Information Communications Technol-
ogy (ICT) systems [27]. Thus, practices such
as SW patching are not trivial in CSs, since it is
not practical (and sometimes impossible) to take
down CCSs to apply security patches [42].

e There are strong computation, space and storage
constraints in CCSs because they were adopted
in the 1960s and although their architecture has
evolved, legacy equipment, SW and protocols are
still working in today’s networks and need to be
taken into account [8].

e A common constraint found in control systems is
the strict application timing requirements, some
of which require a message delivery time of no
more than 2 ms [47].

e The extra costs associated with security compu-
tations, i.e., the ones performed solely to achieve
a device’s security goals, do not scale well in criti-
cal environments, due to the diversity of its many
embedded systems [47].

Due to the above-mentioned constraints, it is nec-
essary to provide CCS with special security measures,
in a way that is compatible with their requirements.

A. Nicholson et al. [42] defend that Anti-Virus, Fire-
walls, Intrusion Detection Systems (IDSs) and Intru-
sion Prevention Systems (IPSs) solutions found in
general information technology networks are equally
effective when employed to protect SCADA networks,
but they must be tailored to the types of data used
in this environment.

Apart from the use of different communication pro-
tocols and data types, tailored security solutions are
particularly critical wherever the resources are con-
strained and the security measures applied compete
with the SCADA software to perform their tasks.
These security measures must respect the responsive-
ness aspect of the system, (e.g., a command from
the controller to actuator should be executed in real-
time by the latter), and the timeliness of any related
data being delivered within its designated time pe-
riod, also meaning freshness of data, i.e., the data is
only valid for its assigned time period [58].

3 Requirements for Protection
Solutions Deployed within
Critical Systems

Since CCSs, particularly SCADA systems, are con-
sidered critical assets with a great potential impact
for the society, it is vital to protect their correct
operation and integrity [11]. Traditional means of
protection for CSs are usually based on the triad
firewalls, Demilitarized Zones (DMZs) and antivirus
[8, 58]. However, it is necessary to go a step further
and deploy monitoring tools specifically designed and
adapted to critical contexts [20, 24] which will aid
prevention through automatic detection, creating an
environment of awareness and alert [9, 8].

These mechanisms are the IDSs [8], a security layer
(HW or SW), designed to detect ongoing intrusive
activities in computer systems and networks [57]. In
the context of CCSs, IDSs are designed to monitor
network or system activities for suspicious activities
and produce reports to a management station. The
IDS is also used for other purposes, such as identi-
fying problems with security policies, documentation
of threats and to dissuade individuals from violating



security policies [36].

IDS solutions, as part of the SW deployed within
the CCS, are subject to special requirements and con-
straints. To provide good IDS solutions for CCSs is a
goal that a lot of studies try to approach from many
different fields and areas of knowledge, but to the
best of our knowledge, still there is no study that
provides a holistic point of view of the suitability of
these solutions to Cls, by contrasting them against
the requirements of a CCS.

In an effort to deliver such point of view, we have
modeled the requirements that any IDS solution has
to fulfill to be deployed within a CI. This model takes
into account the need to comply with the CCS re-
quirements identified in [11], and the constraints of
CCS as described in Section 2.2. These constraints
on the CCS impose powerful restrictions on the IDS
solutions which is deployed in the critical environ-
ment, then our model will help build a more secure
control system and satisfy its requirements, through
the identification and compliance with the identified
requirements for the IDS.

3.1 NFR Model Framework

Since this work covers the requirements of a system
at a very high level of abstraction, the modeling is
carried out in terms of non-functional requirements.
A Non-Functional Requirement (NFR) is defined as
“a SW requirement that describes not what the SW
will do, but how the SW will do it” [19]. Examples of
these NFRs are SW performance requirements, SW
external interface requirements, and SW quality at-
tributes.

NFRs are difficult to test, therefore, they are usu-
ally evaluated subjectively [19]. It is our aim, how-
ever, to develop our study further, translating these
high-level requirements into quantitative information
with respect to the IDS solution and its suitability
within the critical environment where it will be de-
ployed. To this end, we base our analysis on different
frameworks and guidelines to be able to model our
scenario.

In the first stage of this modeling, we address the
study of the requirements of the system. To this end,
we use the NFR Framework, as described in [19].

This framework is used to model qualitative process-
oriented goals, dividing them into non-functional re-
quirements, satisficing techniques and claims. Since
our proposed model implies high-level non-functional
requirements, instead of goals, we will model soft-
goals.

A softgoal is defined as a goal with “no clear-cut
definition and or criteria as to whether it is satisfied
or not, since NFRs are subjective, relative, and in-
terdependent” [19]. For example, Figure 1 represents
the requirements or softgoals for the SCADA system;
whereas Figure 2 illustrates two main areas. The top
half contains the CCS softgoals as identified in Fig-
ure 1, while the bottom half of the figure shows the
IDS softgoals, needed in a critical scenario.

In other words, Figure 2 shows the application of
the NFR Framework to describe the non-functional
requirements or softgoals that the IDS needs to sat-
isfy in order to comply with the CCS requirements.
All the requirements are organized hierarchically and
connected with other softgoals according to the defi-
nition and concepts of safety, security and survivabil-
ity engineering [26]. The identification of the soft-
goals is a first step towards modeling the require-
ments of a critical complex system. The next stage
of our study is the definition of the NFR softgoals for
those IDS to be configured within a CCS.

3.2 NFR Requirements for Protection
Systems

In this section, we define the concepts involved in
the NFRs identified in the model, in order to provide
more information about the non-functional require-
ments selected for the IDS so as to comply with the
requirements of the CCS (cf. Figure 2). These defi-
nitions determine the scope of the requirements and
will be used as a reference to later identify the tech-
niques capable of satisfying the requirements.

e Responsiveness: is the ability of a functional sys-
tem to perform an assigned task within the re-
quired time interval [56]. For our purpose, we
will consider that a system is responsive when
it is capable of performing its functions in the
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Figure 2: SCADA and IDS Softgoals

required time intervals, with no (or at least no
significant) delays.

Safety: From the point of view of reliability engi-
neering, safety is defined as the “degree to which
accidental harm is prevented, reduced and prop-
erly reacted to” [26]. A safety system has the
mechanisms to prevent, reduce and react to ac-
cidental harm that could affect society in some
way. A safety critical system is a particulariza-
tion of a safety system, where the environment
or the system itself is critical to social and eco-
nomic welfare. Safety requirements in CIs must
be always be complied with, otherwise malfunc-
tions in the infrastructures operation could affect
society and even endanger human life [11].

Security: is the “degree to which malicious harm
is prevented, reduced and properly reacted to”
[26]. In CCSs it is assumed that this property
must be a primary requirement for defense and
protection of control assets, since the securement
of CCSs is vital to maintain the normal opera-
tion of CIs [20], which in turn, is essential to
society. It is necessary to consider the security

variables of resources and data:

— Awailability: is “the degree to which a sys-
tem is in a specified operable and commit-
table state at the start of a mission” [50].
We also consider the availability of infor-
mation, i.e., the information required by
the system is always obtainable or acces-
sible. Therefore, availability is defined as
the availability of a system (asset), and
the availability of the information. In our
study, we refer to the availability of the
IDS and the control resources, and to the
availability of the information when it is re-
quired, regardless the filtering and process-
ing of the IDS.

— Integrity: is the quality of being honest and
incorruptible [6], in computer science it re-
lates to the consistency or lack of corruption
in electronic data.

— Confidentiality: describes something pri-
vate, or secret [6]. In computer science, it is
the way to prevent the disclosure of private
or secret information.



o Fault Tolerance: the system that is fault toler-

ant is capable of continuing its operation despite
the occurrence of failures; a desirable condition
which guarantees the resilience or self-healing of
the underlying CCS.

Scalability: is the ability of something, especially
an ICT system, to adapt to increased demands
(e.g., control of Smart Grid environments) [6].
In computer science, it is the ability of a system,
network, or process to handle a growing amount
of work in a capable manner or its ability to be
enlarged to accommodate that growth [15].

Extensibility: an extensible system “is able to
support new control components such as new
technologies, protocols, HW and SW compo-
nents, and security services” [11]. Scalability
and extensibility tend to be mixed up and con-
fused, however they represent two very impor-
tant challenges for complex heterogeneous sys-
tems like CCSs. Extensibility is a maintenance
and updating characteristic which is especially
desirable in a CI, where the arrival of SW ap-
plications and new technologies to Cls such as
the Internet of Things (IoT) or Wireless Sensor
Networks (WSN), greatly increases the need to
incorporate new interoperable devices and pro-
tocols.

Interoperability: is “the ability of two or more
systems or components to exchange information
and to use the information that has been ez-
changed” [28]. Thus we consider interoperable, a
heterogeneous set of systems that are capable of
exchanging useful information with each other.

Maintainability: also serviceability, is the capa-
bility of the system to be maintained over time
in order to continuously improve it and keep it
free from defects and errors. Maintainability is
influenced by three factors [26]: (1) correctabil-
ity, the ease with which minor defects can be
corrected between major changes, while the sys-
tem is still in use; (2) extensibility, defined above;
and (3) repairability, the ability of a damaged or

failed system to be restored to acceptable op-
erating conditions, within a specified period of
time (repair time) [6].

Resilience: is the capability of a system to main-
tain a proper service in the face of faults, as well
as being able to return to normal operation as
soon as possible. In terms of survivability, re-
silient is the antonym of vulnerable.

(Un)Susceptibility: is the state of being likely
or liable to be influenced or harmed by a par-
ticular thing [6]. In the context of Cls and the
IDS deployed within them, unsusceptibility is a
desirable requirement.

Recoverability: refers to the ability to recover
quickly from a system failure or disaster, to the
point and (if it is possible) to the state of the
system at which the failure occurred [26]. It is
closely related to survivability, but it alludes to
the capabilities of the system or deployment.

Efficiency: is “the degree to which something ef-
fectively uses (i.e., minimizes its consumption
of ) its resources (computing, machinery, facil-
ities, and personnel)” [26]. Related to efficiency
is the relative efficiency of two procedures, de-
fined as the ratio of their efficiencies. It is fre-
quently calculated as the comparison made be-
tween a given procedure and a notional “best
possible” one.

Correctness: is “the degree to which a work prod-
uct and its outputs are free from defects once it is
delivered” [26]. Three main factors influence cor-
rectness, namely: accuracy, currency and preci-
sion, which are central in CSs in order to guar-
antee reliability of data and operations.

Operational Environment Compatibility: is “the
degree to which a system functions correctly un-
der specified conditions of the physical environ-
ment(s) in which it is intended to operate” [26].
The IDS must be operationally compatible in or-
der to be deployed within a CCS, where machin-
ery and environmental radiation and noise might



interfere with the operation of unprepared sys-
tems.

Reliability: is “the degree to which a work prod-
uct operates without failure under given condi-
tions during a given time period” [26]. It re-
lates to the costs produced by hazards turning
into incidents, and the level of loss of revenue
for the company or the customer. It differs from
safety, as safety deals with dangerous hazards
which could lead to severe accidents with an im-
pact on society.

Performance: according to [26] is “the degree
to which timing characteristics are adequate”.
Measurements of the quality of the performance
can be jitter, latency, response time, sched-
uleability and throughput.

Performability: is the characteristic of the per-
formance of a system, viewed from the point of
view of dependability, i.e., the performance of a
system in the presence of faults over a specified
period of time [39].

Robustness: is “the degree to which an executable
work product continues to function properly un-
der abnormal conditions or circumstances” [26].
Fault tolerance is one of its main sub-quality fac-
tors. Robustness, from a usability point of view
has four related criteria: responsiveness and re-
coverability (defined above), observability (con-
sistency and inferability of the internal states of
a system from the external outputs), and task
conformance (support for the tasks established
by design).

Configurability: is “the degree to which some-
thing can be configured into multiple forms (i.e.,
configurations)” [26]. Configurability includes
internationalization, personalization, subsetabil-
ity and variability.

Accessibility: is the degree to which the user in-
terface enables users to perform their specified
tasks [26]. IDSs for CCS must be accessible to
the system administrators to receive updates and
modifications.

e Software Quality: refers to the compliance of the
SW with its design and established functional re-
quirements [26]. SW quality is guided by good
practices and guidelines [29], responsible for en-
suring a quality SW development process and
that the resulting SW complies with determined
measurements and metrics of performance.

o HW Dependability: are the characteristics that
make the HW of the system dependable (see def-
inition above). Three characteristics indicate de-
pendable HW [49]: reliability of the HW, avail-
ability of the HW and maintainability of the
HW. All these characteristics are defined in a
similar way to the same concepts applied to soft-
ware.

The previous sections have described the scope
and definitions of the NFRs identified for an IDS for
CCSs. We have established and defined the charac-
teristics present in a critical environment, and those
requirements and constraints that restrict the inclu-
sion of new components within such a scenario. In
the next section, we will further develop our study
in order to determine how to comply with the NFRs
defined in this section.

4 NFR Satisficing Techniques
for Protection Systems

In Section 3 we identified the requirements present
in our scenario, taking into account both the require-
ments in CCSs and the ones that constrain the de-
ployment of an IDS solution within a critical envi-
ronment. The NFR Framework has provided us with
tools to represent the NFRs, or softgoals, present in
this scenario. However, we now need to go a step fur-
ther in order to find specific ways to analyze whether
these softgoals can be satisfied, and to find deter-
mined techniques or tools to help the IDS achieve
this compliance.

Since we are working with NFRs, we have to ad-
dress their characteristics to carry out our study. The
problem is that these goals or properties lack a clear
definition, as they are usually based on abstract terms



which is not very useful from a measurement perspec-
tive [43]. It is therefore difficult to assess whether or
not the NFRs have been satisfied, because there is no
clear-cut criteria for this evaluation.

Our approach to tackle this problem is inspired
by the Goal Question Metric (GQM) approach [54].
The GQM approach is a goal-oriented methodology
for the identification of measurements in SW engi-
neering. It is built upon the idea of decomposing
the problem into several goals, which are further re-
fined by questions and metrics for answering them.
We follow this idea to continue our study on the IDS
softgoals for Cls, in order to bind these abstract char-
acteristics to specific practices.

Instead of refining our analysis in terms of ques-
tions at the operational level of the GQM, and in
line with the NFR Framework, we reflect on the op-
erations taken for reaching the identified softgoals in
terms of satisficing techniques. Thus, in this section,
we aim to identify those techniques that can be imple-
mented by the system (in our case, the IDS), capable
of satisficing the established NFRs. Table 1 presents
the simplified matching of the satisficing techniques
found for the softgoals of the IDS, directly linked to
the requirements of the CCS.

Table 1: Satisficing techniques

CCS Requirements

Techniques

SW Optimization

HW Optimization

Real-Time Desegmentation Prioritization
Performance Load Balancing Testing
. Use of good practices
Dependability Redunfancyp Diversity
Survivability chlicati'on Rcac§i011
Restoration Intelligence
Self-Healing Self-Consciousness
Isolation Redundancy
s Replication Prioritization
Safety Critical Desegmentation Restoration
Use of good practices
Standardization Testing

Sustainability

Modularization
Use of good practices

Design for assurance

This simplified matching to the NFRs of the CCS

can be done because the use of these satisficing tech-
niques for the IDS will, in turn, make the IDS comply
with the requirements of the CCS. To better under-
stand the scope of the satisficing techniques, we pro-
vide a brief description of each of them:

10

e [solation: isolated systems are not connected to

other systems or networks (e.g., the Internet).
Currently, actual isolation is almost always im-
possible, since new technologies (e.g., the In-
ternet, remote management, etc.) are incorpo-
rated to help manage CCS. Relative isolation is
achieved through the deployment of protection
layers (e.g., firewalls, DMZs) to only allow per-
mitted communication traffic to the most critical
systems of the CI.

Redundancy: is the inclusion of extra compo-
nents that are not strictly necessary for the nor-
mal operation, in case of failure. When the pri-
mary devices stop working due to a fault, the
secondary components are activated to main-
tain the normal operation of the system, while
the primary ones are under repair. Redundancy
can be implemented by introducing exact copies
of primary components in the system, or us-
ing components of different natures as redundant
ones in order to maximize diversity.

Replication: replication implies providing mul-
tiple identical instances of the same system (or
task), all of them running in parallel. Replica-
tion benefits performance and availability (see
Section 2.2), since replicated components help
when there are peaks of activity. The use of
replication implies that all the replicated systems
are always running to balance their workload,
in contrast to redundancy, where the additional
components are put in place to ensure the con-
tinuation of the operation even if a system is
brought down by a failure.

Prioritization: is the establishment of priorities
among processes in a system, to ensure that the
most critical ones always have available the as-
sets they need to operate properly. In CCSs,
critical tasks need to be taken care of as soon as
possible, this is made possible through the orga-
nization of tasks according to their priority.

Desegmentation: implies uncoupling the pro-
cesses in a system, so that they are not interde-
pendent. This technique builds robustness into a



system, as independent processes are less likely
to spread a cascading effect.

Restoration: means to return a system to a for-
mer or original condition after the occurrence
of a failure. Restoration is central to the need
for mitigation and recovery techniques. Inter-
national organizations provide guidelines to im-
prove recovery capabilities in Cls [21, 41].

Development guided by good practices: compli-
ance with good practices [55] and standards
[16] when designing and developing components
(e.g., the IDS) for CCSs is of great importance,
since the new system has to adapt to a complex
environment without introducing new risks.

SW Optimization: is the application of optimiza-
tion techniques to the SW that is to be deployed
in a critical context. Optimization should be
guided by good practices.

HW Optimization: implies that the deployed
equipment has sufficient capabilities to perform
the required tasks, and that they are used prop-
erly. All HW deployed in a critical context have
to comply with the requirements of the environ-
ment, and be operationally compatible.

Load balancing: is the distribution of the work-
load across multiple resources to maximize the
throughput, minimize the response time and pre-
vent overloads. The use of techniques such as
replication can help balance the workload for
CCSs’ centralized systems and prevent any vi-
olations of their real-time performance require-
ments.

Testing: provides the certainty that the tested
system has determined capabilities. All SW
components deployed within CIs must have been
tested for errors to assess the compatibility with
the environment.

Diversity: implies providing different implemen-
tations of the same specification (HW or SW),
and using them as replicated systems to cope
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with errors in a specific implementation. Diver-
sity complements the techniques of replication
and redundancy.

Reaction: a system is reactive when it provides
“a response to some foregoing action or stimu-
lus” [6]. IPSs are specialized in reaction, and use
the information offered by the IDS to decide the
best response strategies. IPSs for CCSs are still
subject to research, since automatic reaction in
a critical environment could introduce new risks
into the system and cause cascading effects.

Intelligence:  generates solutions capable of
adapting to new circumstances and acting more
efficiently against any anomalous occurrence.
Machine learning can provide the IDS with intel-
ligence, a vital capability to implement efficient
and accurate IPSs.

Self-Consciousness: allows the system to con-
tinuously monitor itself and its internal states,
building security into the system. This charac-
teristic helps provide early detection capabilities,
even in the presence of sophisticated or stealthy
attacks against the IDS.

Self-Healing: self-healing systems are able to de-
tect a malfunction and to react to it, returning
to their normal status and operation. It comple-
ments self-consciousness, helping build robust-
ness and preventing faults in the IDS that could
affect the normal operation of the CCS.

Standardization: makes the system or process
compliant with standards, and is aligned with
the development guided by good practices. The
importance of assuring the deployment of good
(certified) quality components within Cls is vital
to guarantee that no IDS’s failures will compro-
mise the normal operation of the surveilled CCS.

Modularization: is the design of a whole system
as a set of different modules. It makes the sys-
tem versatile, providing the means for modify-
ing the structure and functionality of the system
by adding or removing modules. A modularized
system is also easier to maintain, given that the



complete functionality of the system is not com-
promised when a module needs modifications.

Design for Assurance: refers to provisioning evi-
dence for compliance to governing rules, and that
the governing rules provide appropriate grounds
for trustworthiness [17]. It is based on assurance
cases, which make easier the accountability and
the evaluation of the compliance to good prac-
tices and standards easier.

Survivability

eeeeeee

iversit

Figure 3: Survivability, softgoals and satisficing tech-
niques

Table 1 describes the simplified matching of the
satisficing techniques to CCS requirements, now we
model how these techniques satisfice the IDS soft-
goals, which, in turn is related to the SCADA re-
quirements. Figures 3 through 7 represent these rela-
tionships. We have divided the satisficing techniques
and IDS softgoals taking into account the CCS re-
quirements they are related to for the sake of clarity.

Figure 3 represents the relationship between the
satisficing techniques and the NFRs related to the
survivability of the CCS. The satisficing techniques
which help the system to comply with these require-
ments are those that build resilience into the system,
e.g., redundancy. Figure 4 presents the satisficing
techniques linked to the real-time performance of the
CCS. Some of the corresponding softgoals are related
to the efficiency, performance and availability of the
system, they try to optimize and balance the general
performance of the system, to avoid peaks of demand
that the system cannot respond to, e.g., SW and HW
optimization and load balancing.
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Real-time
Performance

Development guided
by good practices

Figure 4: Real-time performance, softgoals and sat-
isficing techniques

Safety-Critical

uid

‘ Replication ‘ ‘ Isolation ‘

Figure 5: Safety critical, softgoals and satisficing
techniques

In Figure 5 we represent those IDS requirements
linked to the safety-critical of the CCS. IDS softgoals
such as fault tolerance, safety or availability have a
great impact on the safety-critical of the surveilled in-
frastructure. Thus, techniques focused on improving
the IDS’s safety and correct operation have a good
influence on the general safety of the system, e.g.,
redundancy, replication, and development guided by
good practices.

Figure 6 illustrates those IDS NFRs related to the
sustainability of the CCS. Here, the IDS should com-
ply with requirements such as maintainability, inter-
operability or scalability. Therefore the IDS should
be designed in such a way as to make configuring and
modifying its functionality easy. It should also make
repairs or updates of their SW components easier so
as to fix any problems of the system, as in modular-
ized systems.
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Figure 7: Robustness, softgoals and satisficing tech-
niques

Finally, in Figure 7, we present those IDS sat-
isficing techniques corresponding to the robustness
of CCSs. Techniques that help achieve robustness
are based on the design and development process of
the IDS, especially the development guided by good
practices. We can see in the figures that most of
the aforementioned requirements and satisficing tech-
niques overlap in the diagrams presented. This is due
to the separation we previously introduced, to more
clearly visualize our study.

From this study, it is possible to identify the great
need for standardization and good practices when de-
ploying new components within a critical scenario.
These practices ensure that the CCSs are not affected
by the addition of IDSs, and that new risks will not
be introduced into the system as a source of unpre-
dictable events or faults.

Additionally, as mentioned, there is an identified
need for the CI to be protected. Some of the pillars
that support this protection are the mitigation and
response capabilities of the infrastructure [21, 41].
CCS are able to provide early detection and response
to threats if their IDSs are equipped with sufficiently
intelligent capabilities. The intelligence of the system
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will determine its adaptability to new circumstances
and dynamics, providing the CCS with tools to react
to unknown threatening events and restore the CI to
its normal operation.

5 Metrics for Protection Sys-
tems

Throughout our approach, we have concentrated our
efforts on studying the requirements present in CCS
which influence and constrain the deployment of an
IDS within the infrastructure (see Section 2). Once
we have studied the NFRs and constraints of CCSs,
we can identify the requirements an IDS solution has
to comply with to be deployed in this environment
(see Section 3). Our approach has followed the NFR
Framework [19], which allows us to model the soft-
goals of the system.

The main problem of NFRs is that it is difficult
to ascertain whether they have been satisfied or not.
Their definitions have a high level of abstraction, so
the constraints they impose on the system are not
quantifiable. Since it is our aim to bring our study to
a more specific and quantifiable area, as mentioned
in Section 4, we have based our analysis on meth-
ods such as the NFR Framework [19] and the GQM
approach [54].

In Section 4, we have outlined a set of satisficing
techniques, inspiring the materialization of the oper-
ational level on the GQM approach [54]. Following
this methodology, we now address the next level of
the GQM, the quantitative level. This stage tries to
identify different metrics to evaluate the suitability of
the IDS for critical environments. Metrics, as denom-
inated in the field of SW engineering, are quantitative
measures of the degree to which a system or process
has a given property.

For our purposes, we consider a metric as an eval-
uation method for assessing the level of satisfaction
of certain non-functional properties in a quantitative
or qualitative way, on the basis of evidence and con-
textual input, like, for example, stakeholders criteria
[43]. In our analysis, we provide examples of sets
of metrics for evaluating some NFRs of the IDS and



CCS. This connection between sets of metrics and
sets of softgoals is a variation of the GQM approach,
because in GQM a set of metrics is used to evaluate
each operational question of the model.

We make, however, this high-level connection of
sets of metrics and softgoals, in relation to the satis-
ficing techniques. Otherwise, following the in-depth
GQM analysis, the extension of this study would ex-
ceed the scope of a scientific paper. Our different sets
of metrics are mere suggestions and examples, we un-
derstand that we have not been exhaustive, however
we do refer to different standards and guides where
it is possible to find extensive information and dif-
ferent implementations and formulae expressing de-
tailed metrics within these sets.

5.1 Reliability and Availability Met-
rics

In this subsection, we present metrics related to the
reliability and availability of a system. These metrics
can help determine and quantify the availability and
reliability parameters of given IDS solution. With
these measurements, we try to provide quantifiable
evidence for several parameters of the system that
can help determine whether or not the IDS is suffi-
ciently reliable and available to be deployed within a
CCS.

e Diversity: measures the number of different
implementations of the same specification, the
more diverse a system is, the more resilient to
failures it is. Examples are: number of platforms
where the IDS can run, and number of commu-
nication protocols the IDS can understand.

Replication: measures the number of replicated
systems that are present in the system. It can
also be applied to a component, in order to iden-
tify its level of replication, e.g., RAID systems:
level 0 to level 7.

Uptime: is the measure of the time a system
is working and available, representing the time
it can work non-stop and without maintenance.
Examples are: the percentage of time the system
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is running and number of hours uptime versus
number of hours of outage/downtime.

Downtime: opposite to uptime, it represents the
periods of time that the system is unavailable or
off-line because of unplanned events or mainte-
nance routines. An example is the percentage of
time the system is down.

Availability: is the time that the system is not
failed and not under repairs [33]. In this set we
usually find metrics related to maintainability,
such as the mean time between failures, which
are discussed below.

5.2 Performance and Responsiveness
Metrics

Metrics related to performance and responsiveness
are also useful for assessing IDS within CCSs. We
have selected some of them as examples, describing
the ones we think are representative of our scenario.

e Jitter: is “the precision of the time when one
or more events occur” [26]. An example is the
absolute jitter, that measures the difference be-
tween the instant one event occurs and the ideal

instant when it should have happened.

Latency: is the time it takes to provide a re-
quested service or allow access to resources [26],
which provides information about the delay of
the system. Examples are the communication
latency or operational latency.

Response time: is the time it takes to initially
respond to a request for a service or to access
resources [26]. It is vital for the CCS surveilled
by the IDS.

Schedulability: is “the degree to which events can
be scheduled and then occur at their scheduled
times” [26]. An example is the acceptance ratio,
i.e., number of accepted task with respect to the
feasible ones.

Throughput: is “the number of times that a ser-
vice can be provided within a specified unit of



time” [26]. An example is the IDS’s through-
put, i.e., the number of items processed by the
IDS over a defined period of time.

Compression Ratio: refers to the reduction of
the size of the data, performed by a compression
algorithm. It is usually defined as the ratio be-
tween the uncompressed size and the compressed
size.

Speedup: speedup is the increase of performance
(speed) of a parallel algorithm versus its sequen-
tial version. In CCSs, it can be useful to mea-
sure the performance in the presence of replica-
tion mechanisms, where identical instances of a
component are running in parallel.

Service Time: measures the time it takes for the
system to deliver a service to the actor who re-
quests it. It is useful to measure the time needed
to upgrade the IDS, the time the IDS needs to
respond to a query from the CCS, etc.

Instruction Path Length: measures the number
of machine code instructions required to execute
a section of a computer program, providing in-
formation about the relative efficiency of a sys-
tem. It helps assess the complexity versus the
efficiency of the IDS modules.

Completion Time: measures the amount of time
required to perform and complete a given task.
It is aligned with metrics such as response time
and latency. It helps assess the suitability of the
IDS for the CCS.

Channel Capacity: refers to the maximum rate
of information that can be transmitted reliably
over a communications channel. It indicates
whether the CCS’s channels have sufficient ca-
pacity to include the IDS’s traffic, or if additional
dedicated resources are needed.

Performance per Watt: is the rate of computa-
tion that can be delivered for each watt of energy
consumed. A low ratio of performance per watt
is an indicator of the suitability of a component
for the CCS.
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e Relative Efficiency: the relative efficiency of two
procedures, known as the ratio of their efficien-
cies is frequently calculated as the comparison
made between a given procedure and a notional
“best possible” procedure.

e Bandwidth: is a measurement of the data com-
munication resources available, expressed in bits
per second or multiples of it. It is related to
channel capacity metrics.

5.3 Correctness Metrics

This section discusses examples of the metrics we
have identified related to correctness. These metrics
are especially important for CCSs, since they help
measure how good the IDS’ detection process is into
detecting the threatening events, and not confusing
them with harmless system dynamics.

o Accuracy: is “the degree of closeness of mea-
surements of a quantity to that quantity’s actual
(true) value” [13]. In IDSs, accuracy has to do
with the rate of False Positives (FP) and False
Negatives (FN) of the system, i.e., the IDS can
only be considered accurate when its rate of FP
and FN is minimum or negligible.

e Precision: is a characteristic inherent to the
measurement system, statistically it is defined
as the dispersion of quantitative data, regardless
of its accuracy [26]. It is, therefore, the degree
to which repeated measurements, taken in un-
changed conditions, show the same results.

e Currency: in terms of correctness, currency is
defined as the degree to which data remain cur-
rent, i.e., not obsolete. It is also known as the
freshness of the data[26].

In the same context of correctness, there are two
specific metrics that are truly interesting in the case
of an IDS: sensitivity and specificity. They are sta-
tistical measures related to both the accuracy and
precision of a classification system, and are defined
as follows [12]:



e Sensitivity: also “true positive rate”, measures
the proportion of actual positives correctly iden-
tified as such. Sensitivity shows how good a test
actually is by calculating how often the test will
correctly identify a positive.

e Specificity: measures the proportion of negatives
that are correctly identified as such. This mea-
surement shows how accurate the test is with
false positives, and can be considered as the per-
centage of times a test will correctly identify a
negative result.

5.4 Maintainability Metrics

This section presents those metrics related to main-
tainability. As we have discussed, those metrics have
a strong relationship with the set of metrics in charge
of assessing the availability of the system. In this set
of metrics we find very specific metrics that are com-
monly used in ICT systems, and which can be applied
directly to CCS or Cls.

e Planned Maintenance: refers to the preventive
maintenance events that are programmed to ver-
ify the correct operation of a system. These
planned maintenance times either for the CI or
the IDS should be keep to a minimum and always
ensure the continuous operation of the CCS.

e Repair Time: also “Mean Time To Repair”
(MTTR,) is the average time required to repair
a system that has failed. MTTR; has to be kept
to a minimum in critical systems, which imple-
ment redundancy and replication mechanisms to
compensate the failure of a single component.

e HW Costs: refers to the average cost of replacing
a determined component or system. HW costs
for complex CCS are usually elevated, in the case
of deploying an IDS with its own dedicated HW,
it must provide high compatibility with the sub-
jacent system, in order to provide a sustainable
service for years.

e SW Costs: refers to the average cost that the
replacement of given SW incurs. In the case of
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an IDS SW component, it is important to verify
its compatibility and capability of providing a
survivable service over time.

Restoration Time: is the estimated time re-
quired for a system to be restored to its origi-
nal operation, in the case of failure. This metric
has an important impact on availability, thus CIs
should have support mechanisms put in place to
reduce its time and impact as much as possible.

Failures Over Time: or failure rate is the fre-
quency with which a system fails. When deploy-
ing a new component (e.g., an IDS), it is impor-
tant to ensure that its failure rate is within an
acceptable threshold for the CCS, and that its
faults will not have an impact on the subjacent
CIL.

Maintenance Man-Hours: refers to the man-
power needed to maintain the system. In the
case of IDS components, the evaluation of this
metric depends on their deployment (dedicated
HW or integrated SW), since the computation
of time will be dependent (or not) on the infras-
tructure.

Upgrade FEvents: refers to the estimated fre-
quency of upgrade events needed in a system.
The IDS component should not need frequent
upgrades, in order to avoid generating too much
traffic or demanding too many computation re-
sources, in a critically constrained environment.

Recovery Time: also “Mean Time To Recovery”
(MTTRs), refers to the average time a given sys-
tem will take to recover from a failure. Similar
to MTTR;, it indicates the time lapsed before
the system returns to its normal operation. It
has to be kept under a given threshold, in order
to avoid failures cascading to other dependent
systems.

Mean Time Between Failures (MTBF): is the
predicted lapse of time that occurs between in-
herent failures of a system during operation.
This metric gives an estimation on when the fail-
ures will occur.



e Mean Downtime: is the average time the system
is not operative, due to maintenance or a fail-
ure. Any down time suffered by a CI is critical
for interdependent systems, and for society. In
the case of the IDSs deployed within CCS, it is
vital that any faults occurring in the IDS do not
cascade to the subjacent CS and the CI.

5.5 Dependability and Safety Metrics

Dependability metrics and safety metrics are really
representative of CCSs. In this section we present
an example of some of these dependability and safety
metrics that can be useful to evaluate in CCSs. In
the field of safety, we have found metrics that are
mostly based on statistics that provide insight into
the probable occurrence of certain events over time.
Dependability metrics have a strong link to those of
survivability, mostly related to availability, maintain-
ability, etc. For a more comprehensive list of this type
of metric, we refer the interested reader to the IEC
61508 Standard [1].

o Mean Time To Unsafe Failure (MTTUF): rep-
resents the average time that a system will oper-
ate safely before the occurrence of a failure that
produces an unsafe system state [23]. MTTUF
should be as high as possible, indicating that
there are few probable unsafe failures for the
whole system, and thus a robust dependable sys-
tem.

e Reliability: as a function of time, or survivor
function R(t), is the probability of a system
which does not fail in a determined time inter-
val [23]. From R(t) it is possible to compute the
reliability of the whole system.

e Stability: metrics, such as Mean Square Stability
(MSS) [30], refer to the equilibrium and stability
properties of a system. Systems with high sta-
bility will suffer less faults and provide a better
service.

e Safety specific metrics: compliance with metrics
such as the safety design stability metric, or the
safety requirements traceability metric [35] can

ensure that the IDS component deployed within
a CCS is a safe system.

e Safety Integrity Level (SIL): metrics that are
available at TEC 61508 [1] allow developing sys-
tems observing the level of safety of the system.
IDS solutions complying with the specifications
of this standard will ensure that the SIL of the
subsystem is adequate for the CCS.

e Percent System Safety Hazards: measures the
safety hazards of the system against the system’s
hazards [35]. The lower this percentage is, the
safer and more robust the CI is; and thus, its
components (e.g., an IDS).

5.6 Security Metrics

The last set of metrics we have identified are those
metrics related to security. These metrics are usually
strongly linked to the specific context where the se-
curity is to be implemented. In our study, they are
distributed among the other sets of metrics. Accord-
ing to the NISTIR 7564 [31], the security metrics are
based on two aspects: correctness and effectiveness.

e Correctness: usually related to the process of the
development of the system, and to the compli-
ance of its operation with the expected behav-
ior. Standardization, quality assurance or devel-
opment guided by good practices are targeted
to improve the correctness of the system, and
therefore to improve their security.

e Fffectiveness: measuring effectiveness is usually
based on the security-enforcing mechanisms, de-
termining how well they function and if the sys-
tem shows signs of vulnerabilities. The afore-
mentioned metrics can help evaluate the effec-
tiveness of the system, and thus help gain insight
into the security of the system.

5.7 Discussion

The main objective of this study is to provide a struc-
tured analysis which illustrates the steps to follow to
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determine if an IDS solution is suitable for deploy-
ment within CCSs. Furthermore, with little modi-
fication, it is possible to extend this work in order
to determine whether or not any given component
is suitable for deployment within a CI. To this end,
we have structured our analysis based on the guide-
lines of two main methodologies, the NFR Frame-
work [19] and the GQM approach [54]. This study
has been divided into three stages: the analysis of re-
quirements, the identification of satisficing techniques
and the identification of representative metrics.

The first stage has been developed in Section 2,
where the CCS requirements and special constraints
are identified. In Section 3 this analysis has been ex-
tended in order to discern the requirements imposed
on an IDS solution we wish to deploy within CCS,
always taking into account the previously analyzed
CCS requirements. The requirements have been an-
alyzed following the NFR Framework guidelines [19].
Here we found that the IDS is required to comply
with numerous softgoals which constrain the features
of the current IDS. The compliance with the NFRs
provides, indicates an IDS that is suitable for deploy-
ment in critical environments such as CCSs.

These NFRs, in contrast to functional require-
ments, represent high-level characteristics and infor-
mation about the system under study. In SW engi-
neering, the capture and definition of requirements is
an iterative process that is refined in each cycle. In
our work, we have performed several iterations to de-
termine the NFRs that are most suitable for a generic
CI (see Figure 2), stopping our analysis at this point.
If this process is continued, given a concrete CI (e.g.,
Smart Grid) and an instance of the IDS tool to eval-
uate, a further cycle of refinement focused on this
concrete scenario would provide the final NFRs that
define the needs of this particular infrastructure and
IDS.

Our analysis, however, stops before this last cycle
of specialization, remaining purely theoretical, since
we would like for our study to remain as open and ver-
satile as possible to be applied to the different types
of CIs in existence. Once the NFRs have been refined
according to a given concrete scenario, a validation
process should be done to determine the completeness
and validity of the NFRs selected. However, as previ-
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ously stated, due to their abstract nature, NFRs are
difficult to define and test, therefore, they are usually
evaluated subjectively [19].

Validation of some NFRs can be done through the-
oretical approaches, e.g., network security require-
ments can be evaluated from a game-theory point of
view, in the form of a game between attacker and de-
fenders using the Nash Equilibria [44]. Or through an
expert group interview process (Delphi method [37],
checklists [46]) to determine the adequacy of the se-
lected NFRs for the problem at hand, and to have
access to feedback about the completeness of the re-
quirement set.

Since we consider that the final refinement cycle
of NFRs should be done taking into account the real
characteristics of a CI, we provide our study as a
guideline for future reference when studying and an-
alyzing the requirements and constraints of concrete
critical scenarios. Thus the final refinement cycle of
the NFRs and, in consequence, the validation process
of the set of requirements selected remain as future
work.

The second stage of our study provides insights into
the way to comply with the identified NFRs (see Sec-
tion 4). We have outlined the satisficing techniques
proposed to achieve and satisfice the softgoals identi-
fied in the first stage of the study. We have therefore
described sets of techniques that help achieve certain
goals for the IDS, e.g., standardization, testing and
development guided by good practices are techniques
that help the IDS be more robust and sustainable,
hence helping the system achieve sustainability.

In an effort to concretize the results of a study
based on abstract characteristics (NFRs), we use the
GQM approach [54] to identify sets of metrics that
could help analyze from a quantitative point of view
the selected set of requirements. The metrics we have
identified for our study are merely examples of im-
portant quantitative information that can be used to
evaluate a critical system, and any component that
we want to add to this system, especially to ensure
that the newly added sub-system will not introduce
new risks and threats into the CI. This part of our
analysis is developed in Section 5.

We have separated our metrics into five large sets
of metrics for the sake of clarity, however, as we have



shown, they can overlap. On the other hand, these
five large sets have been characterized from a high ab-
straction level due to the scope of this research, which
ends in a refinement cycle before the concretization
of the scenario. In practice, it is necessary to for-
malize the exercise by considering, for example, the
templates offered by ISO 27004 [3] or NIST SP 800-
55 [2]. Both standards provide sufficient guidance
to compute, through more tangible calculation, the
quantitative level of a study resulting in concrete sets
of well defined metrics. In this way, the refinement of
the metrics offers the means to develop and use as-
sessment measures to determine the effectiveness of
an information system and its controls.

It is important to note, that any metric we want
to apply to a given system (e.g., CIs, the cloud, the
IoT) has to be validated in order to learn whether
these metrics are suitable for this system’s evalua-
tion, i.e., if it makes sense to use these measurements
in this scenario, and whether or not they are repre-
sentative for what we want to validate. However, this
part of the study needs the refined final set of NFRs
that takes into account the actual CI and the con-
crete IDS solution, which compose the final scenario
of application. In our study, we have not included the
validation stage of our proposed metrics. For each of
them, we have discussed and exemplified the useful-
ness of the measurements for our specific scenario,
the IDS for CCS.

It is possible to tackle the validation of the met-
rics using two methods: through a formal process of
validation, or through an expert group interview pro-
cess, such as the Delphi method [37]. In such a com-
plex scenario, where numerous actors and interde-
pendencies are in place, we consider the most viable
method of validation for these metrics is through the
expert group interview process, a task that addition-
ally can result in very valuable feedback for the world
of academia and also for the CI’s management. A
supplementary study which could provide additional
information in the validation process consists in test-
ing the selected metrics within other non-critical en-
vironments.

The results of this experimentation would provide
additional insight to the experts when reviewing the
metrics for the given IDS within a CI. This informa-
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tion would provide the experts an overview of, for
example, the performance of the IDS in general net-
works, indicating whether the IDS solution is a priori
too costly for a critical setting or not. However, these
experiments are difficult to set, and of course, remov-
ing the IDS from a critical scenario would only be rel-
atively useful in terms of evaluating the metrics. This
is because the requirements of the CI could constrain
the application of the IDS too much, which would
perform perfectly in a general environment. Thus,
due to the need to refine and validate NFRs accord-
ing to a determined scenario, and the need of con-
cretize the metrics as previous steps, this last stage
of the study also remains as future work.

6 Conclusions

In our work, we have performed an analysis of the
requirements and constraints that Cls force on any
security component that we want to include to the
CCS of the infrastructure. We have particularly fo-
cused on the inclusion of IDS solutions, and the char-
acteristics such a tool should have in terms of NFRs
in order to be added to a critical scenario. To this
end we have followed a three-stage analysis where we
have defined the NFRs that characterize the IDS for
CCSs, a set of satisficing techniques that helps tai-
lor an IDS solution to the critical setting, and lastly
several sets of metrics that quantitatively assess the
suitability of the component for critical scenarios.

To the best of our knowledge, this is the first at-
tempt to formalize from an SW engineering point of
view the requirements (NFRs) that have to be con-
sidered when implementing IDS solutions for critical
settings, while attempting to provide quantifiable in-
sight about the adequacy of the solutions. We believe
that this is a very useful approach to this problem,
in an environment where legacy systems are contin-
uously patched to improve their functionalities, usu-
ally without taking into account sound SW engineer-
ing design principles.

Our analysis stops at a theoretical point, where the
actual scenario (concrete CI and IDS solution) have
not yet been defined. This implies that our study
is applicable to different settings, but also that fur-



ther refinement of the NFRs and metrics is needed
to take into account the particularities of each sce-
nario. Moreover, since the refinement cycles are not
finished at this stage, the necessary validation proce-
dures of NFRs and metrics have not been performed
in our study, they remain as future work. Valida-
tion of NFRs and metrics are difficult, we believe a
valid strategy would be the expert group interview
processes, such as the Delphi method, providing ex-
perts with the sufficient insight into the concrete sce-
nario through simplified simulations. From our point
of view, our three-stage analysis and the outcome of
this study as a model would help sustain the improve-
ment of security within Cls by ensuring the introduc-
tion of efficient and compatible components within

the CCSs.
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