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1 Introduction

The concept of trust has become very relevant in the late years as a consequence
of the growth of fields such as internet transactions or electronic commerce. In
general, trust has become of paramount importance for any kind of distributed
networks, such as wireless sensor networks (WSN in the following). By consider-
ing trust as a factor to take into account on the relationship between two peers,
it is possible to deal with the inherent uncertainty of the cooperation process.
Differing on the underlying model trust management systems are classified into
credential-bases trust management systems (i.e. based on the identity of a node)
or behaviour based trust (i.e. based on the actions of a node).

From their humble beginning, WSN have evolved into a useful network para-
digm applicable to many existing problems, such as environmental and structural
monitoring, e-Health, and many others. In these networks a set of resource-
constrained devices, called sensor nodes, measure the physical information (e.g.
temperature, light) of their environment. Later, they work collaboratively to send
those measurements using a wireless channel to a central device, called base sta-
tion. Their importance is indicated by the increasing number of prototypes and
research projects that take advantage of their specific capabilities.

Trust management systems for WSN could be very useful for detecting misbe-
having nodes (faulty or malicious) and for assisting the decision-making process.
Very little has been done so far in the area of trust management systems for
WSN [16, 13]. Most of the work on this field has been made in the last few years.
Big efforts, however, have been made in related areas such as P2P and Ad-Hoc
networks [31, 46]. Thus, some of the approaches adopted for WSN try to imitate
those for Ad-hoc or P2P networks [5, 47]. However, this is not always possible
due to the difference in the features of these networks. For a start, the computa-
tional power and energy-constraint that reign in WSN make very hard to adapt
the systems of Ad-Hoc networks. The size of the networks also becomes an issue.
P2P networks are usually large in size of nodes whereas this is not always the
case in WSN.

The important aspects to be considered when designing a trust management
system for WSN is the type of problem that the system aims to solve. Thus, the
nature of this problem determines the nature of the information that should be
gathered and used in order to derive trust and reputation. It also determines
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how the overall architecture of the system should be, how the information that
the system needs should be gathered, and how the reputation and trust values
should be obtained.

In this chapter of the book, we try to give a general overview of the state of
the art on trust management systems for WSN and also try to identify the main
features of the architectures of these trust management systems.

2 Trust Management

The concept of trust derives from sociological or psychological environments.
Trust is an essential factor in any kind of network, social or computer networks. It
becomes an important factor for members of the network to deal with uncertainty
about the future actions of other participants. Thus, trust becomes specially
important in distributed systems or internet transactions.
Even though there is not a consensus on the definition of trust, it is usually
defined in terms of a trustor (the subject that trusts an entity or a service) and
a trustee (the entity that is trusted).

The term trust has been used with a variety of meanings [28]. The Oxford
Reference Dictionary defines trust as

‘the firm belief in the reliability or truth or strength of an entity.’

Usually, trust management systems can be classified into two categories: credential-
based trust management systems and behaviour-based trust management systems.
This classification is based upon the approach used in order to establish trust
among the peers of a system.

Credential-Based Trust Management Systems In this type of systems, peers (or
nodes) use credential verification in order to establish trust with other peers (or
nodes). The primary goal of credential-based trust management systems is to
enable access control. Therefore their concept of trust management is limited to
verifying credentials and restricting access to resources according to application-
defined policies. A peer requests for access to a restricted resource. The access
is controlled by a resource-owner that provides access only if it can verify the
credentials of the requesting peer. Trust of the requesting peer in the resource-
owner is not usually included. Thus, this type of systems is useful when there is
an implicit trust in the resource-owner. However, these type of systems do not
incorporate the need of the requesting peer to establish trust on the resource-
owner. For this reason they are not very good trust management solutions for all
decentralized systems. Examples of credential-based trust management systems
are PolicyMaker [12], its successor, KeyNote [11] or REFEREE [14].

Behaviour-Based Trust Management Systems These type of systems are also
called experience-based. In these models an entity trusts another entity based on
past experience or behaviour. Thus, entities can perform evaluation on the other
entities based on these features. These systems are mainly based on the concept



of reputation, which is quite related to the concept of trust. As it happens with
the term trust, there are several definitions of reputation. Abdul-Rehman and
Hailes [4] define reputation as an expectation about an individual’s behaviour
based on information about or observations of its past behaviour. Jøsang et al
[18] define reputation as a mean of building trust; one can trust another based
on its good reputation.

There are some basic properties that any reputation-based trust model should
fulfil regardless their field of application.

– The model of computation.
– The metrics. Usually these values are ranged between 0 and 1 or -1 and 1.

They express the reputation of an entity as it is provided by a reputation
manager. The values given can be discrete or continuous. Continuous values
are considered more expressive than discrete ones.

– Type of reputation feedback. The information collected can be positive
or negative. Some systems are based on negative or positive information
whereas others are based on both types.

– Reliability.

One of the first attempts to build a trust system based on reputation for e-
commerce online applications was SPORAS [48]. In this system users rate each
other after a transaction with values from 0.1 for terrible, to 1 for perfect. Then
the reputation values can be updated over time according to a SPORAS formula.
Whereas SPORAS provides a global reputation value, HISTOS, developed by
the same authors, takes also into account the standards or considerations of
different groups within the social network. REGRET [33] is a reputation model
in the context of agents. In order to obtain the reputation values the authors
consider individual reputation which is the reputation value computed directly
from the agent’s impression database, social reputation which is the trust value
derived as a consequence of the relation of the agent with a group of agents. At
last, they also consider ontological reputation which is the reputation obtained
from different concepts.

Based on beliefs, Jøsang proposes a subjective logic [19] in order to derive
reputation values. Other systems use some probabilistic methods such as the
Beta function [17].

Trust management for WSN is not a very explored area. For this reason first
we will make a survey on the existing methods for similar networks such as
Ad-Hoc and P2P networks.

2.1 Trust Management Systems for Ad Hoc Networks

In [25] the authors present a trust model for mobile Ad-hoc networks that can
be used in a dynamic context within the routing process. Initially, each node is
assigned a trust value according to its identity. For instance, if no information is
available about the trustworthiness of a node the assigned value will be unknown.
Each node records the trust levels about their neighbours. Then, by using sim-
ple, logical calculations similar to averages a node i can derive the trust level of



node j, TLi(j). In [46] secure routing is also considered but the way of assigning
the trust levels is carried out by evaluation of nodes over other nodes. Trust is
evaluated considering factors such as statistics, data value, intrusion detection
or personal reference to other nodes. The trust evaluation values, TE(i, j), are
stored in a matrix. The final trust value is calculated via a linear function that
uses the values stored in the matrix. Reputation is considered in [31] as a way
for building trust. The mechanism builds trust through an entity called the trust
manager. An important part of the trust manager is the reputation handling
module. Each node monitors the activities of its neighbours and sends the in-
formation to the reputation manager. Then, the information is passed to the
reputation handling module and the reputation values are obtained via simple
metrics. Zhu et al [50] provide a practical approach to compute trust in wireless
networks by viewing any individual mobile device as a node of a delegation graph
G and mapping a delegation graph from the source node S to the target node T
into an edge in the correspondent transitive closure of the graph G, from which
the trust value is computed.

2.2 Trust Management Systems for P2P Networks

PET [47] is a personalized trust model that evaluates risk and reputation sepa-
rately in order to derive trust values. Reputation is also used as a way to obtain
trust in [5]. In this work, when an agent wants to evaluate the trustworthiness
of another agent, it starts to search for complaints on it. Once the data about
the complaints is collected, trust can be assessed by an algorithm introduced by
the authors. Bayesian networks have also been used [8, 43]. Other approaches
[39] use statistics methods such as standard deviation and mean in order to
detect anomalies or malicious behaviour of peers. TrustMe [37] is a secure and
anonymous protocol for trust management. This protocol provides anonymity
for both the trust host peer and the trust querying peer. Other systems worth
to be mentioned are for example, EigenTrust [20], PeerTrust [45] and NICE [36].
In the first two approaches the peers are given trust values according to different
algorithms and considering different aspects. In NICE the peers come to the
system with a pair of private and public keys, thus transactions in NICE are
made by secure exchange of certificates.

3 Sensor Networks

3.1 Introduction

The main purpose of a WSN is to serve as an interface to the real world, provid-
ing physical information such as temperature, light, radiation, and others, to a
computer system. A sensor network can be abstracted as a “living being”, where
honest and fully cooperative sensor nodes (“sensing cells”) are managed by an
entity named base station (“brain”). There is a high number of sensor nodes,
usually densely deployed, that can perceive the physical events as they occur.



All these nodes process and forward their signals through a wireless channel to
the base station that, based on that information, provides a number of services
to an external system. An overview of the structure of a sensor network can be
seen in Fig. 1.
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Fig. 1. Overview of the Architecture of WSN

The services that a WSN can offer are classified into three major categories:
monitoring, alerting, and provisioning of information “on-demand”. As for the
first case, sensor nodes can continuously monitor certain features of their sur-
roundings (e.g. measuring the ambient noise level) and timely send such infor-
mation to the base station. In the second case, sensors can check whether certain
physical circumstances (e.g. a fire) are occurring, alerting the users of the system
when an alarm is triggered. In the last case, the network can be queried about
the actual levels of a certain feature, providing information “on-demand”. Due
to the computational capabilities of the nodes, it is possible to re-program the
network during its lifetime, or even use it as a distributed computing platform
under specific circumstances.

As of 2007, the number of industrial applications based on sensor networks
have been very few. However, there have been a large number of prototypes,
both coming from the industry and from the academia. Those prototypes show
the important role that the sensor network technology can play in the future. A
traditional scenario where sensor networks technology has been applied is agri-
culture (e.g. maintenance of vineyards [10]) and environmental monitoring (e.g.
analysis of seismoacustic data related to volcanoes [44]). Sensor networks have
been also successfully employed in health-related prototypes as, for example,
wireless vital sign sensors [1]. Other scenarios include office management [29],
critical infrastructure protection [2], fire-fighting [3], etc.



It is important to point out that the architecture and network model used in a
particular sensor network deployment is highly dependant on the requirements of
the scenario. For example, a simple vineyard monitoring application will consist
of static nodes that will periodically send their information to the central base
station. On the other hand, a health monitoring application may require of
a mobile base station (e.g. worn by a nurse) that receives the data from its
patients. The scenario also has a great influence over all the aspects of a sensor
network application: nodes can only afford to have specific components related
to its functionality (e.g. its protocols, its security mechanisms, etc) due to their
high hardware constraints. Note that most of the existing prototypes are based
on static networks, that is, networks with nodes that do not move from their
initial deployment point. As a result, most protocols and services are prepared
to manage only static networks.

3.2 Elements and Network Models

As aforementioned, the elements of a sensor network are the sensor nodes and
the base station. The main tasks of a sensor node are the following:

– to get the physical information of the surroundings using its built-in sensors,

– to process the raw information by benefiting from its limited computational
capabilities, and

– to communicate with other nodes in the area around using a wireless channel.

All sensor nodes are battery-powered; hence, totally independent and able to
operate autonomously, if required. Nevertheless, they can also collaborate with
other nodes in pursuing a common goal, such as vehicle tracking. On the other
hand, the base station is the element for accessing to the services provided by
the sensor network. All data coming from the sensor nodes, as well as all control
commands that can be issued to those nodes, will traverse the base station.

Although sensor nodes are considered to have limited computational capabil-
ities, there are in fact different types of nodes with different levels of constraints:
“Weak” nodes, “Normal” nodes, and “Heavy-Duty” nodes.

“Weak” nodes are extremely constrained, with resources as low as 4Mhz, 64B
of RAM memory and 1.4kB of instruction memory. These nodes usually perform
just sensing operations, without participating in other protocols of the network
such as routing. “Heavy-Duty” nodes have PDA-like capabilities (>100Mhz,
>256kB RAM, >4MB instruction memory), and can be used as constrained base
stations, or as cluster heads. Finally, “Normal” nodes are the most common type
of sensor node device with enough resources to create a fully functional sensor
network (8-16 Mhz, >4kB RAM, >48kB instruction memory), but constrained
enough to be careful on the development of the application.

The network model of a WSN is mainly determined by the way these sensor
nodes organize themselves (in groups or purely distributed) and behave in their



deployment field (remaining static or being mobile). Regarding organization,
there are two basic sensor architectures, hierarchical and flat, that specify how
the sensors group themselves in order to achieve specific goals.

In flat configurations, all the nodes contribute in the decision-making process
and participate in the internal protocols (like routing). Conversely, in hierarchical
configurations the network is divided into clusters or group of nodes. Organiza-
tional decisions, like data aggregation, are made by a single entity called “cluster
head”. It should be noticed that it is also possible to have a combination of the
two previous configurations into the same network; for instance, to avoid situ-
ations where the “spinal cord” of the network - the cluster heads - fail and the
information must be routed to the base station.

The nodes of a sensor network can also be either static or mobile. In static
networks, which are the most common configuration of WSN, nodes do not
move from their deployment place in all their lifetime. If these networks are
not deployed optimally, they may face problems related to network availability
(e.g. when a node is isolated due to environmental factors or internal problems),
limited sensing (i.e. when an important event occurs on a scarcely populated
area of the network due to bad deployment planning), etc. In mobile networks,
nodes with limited mobility coexist with static nodes, in order to solve problems
such as network availability. These nodes are able to move to certain points of
the deployment field when the application requires it. This is rather problematic
from the point of view of implementing correct and optimal protocols, and there
are many open research issues in this field.

The network model is not only determined by the organization of the nodes,
but by the organization of the base station as well. In most cases, a base station
is static, and does not change its position during the lifetime of the network. In
other scenarios, such as oceanographic scenarios, a base station can be mobile,
positioning itself in the deployment field based on the information supplied by
the sensor nodes. Either static or mobile, most scenarios assume one single base
station. Still, in the cases where the information obtained by the WSN has to be
accessible from more than one point, the coexistence of several base stations is
feasible. Even more, it can be possible to have “delegated” base stations, PDA-
like devices used by a human operator, that access the information of the WSN
on the spot. Finally, it is also possible to have “zero” base stations. That is, a
sensor network where the base station is not present at all times, and that only
appears when certain data has to be collected [26].

3.3 Security Problems in WSN

Since sensor networks is a young technology there are many interesting research
problems, like development of models and tools for the design of better WSN
architectures, elaboration of standard protocols adapted to work robustly on
certain scenarios, etc. However, one of the most important issues that remains
mostly open is security. Sensor nodes are highly constrained in terms of com-
putational capabilities, memory, communication bandwidth and battery power.



Additionally, it is easy to physically access the nodes because they must be
located near the physical source of the events, and they usually are not tamper-
resistant due to cost constraints. Furthermore, any device can access the infor-
mation exchange because the communication channel is public.

As a result, any malicious adversary can manipulate the sensor nodes, the en-
vironment, or the communication channel for its own benefit. For these reasons,
it is necessary to provide the sensor network with basic security mechanisms
and protocols that can guarantee a minimal protection to the services and the
information flow. This means to provide protection on the hardware layer, the
communication stack, and the “core protocols”. In other words, (i) it is neces-
sary to protect the hardware of the nodes against attacks, (ii) the communication
channels must meet security goals (like confidentiality, integrity and authenti-
cation), and (iii) the core protocols of the network must be robust against any
possible interferences.

It has been aforementioned that in most cases a sensor node neither has
tamper protection nor is enclosed on a tamper-resistant package. A malicious
adversary sufficiently skilled could take a node and subvert it, obtaining infor-
mation such as secret credentials that would allow him to create a node that
maliciously interact with the network. However, it is possible to use data and
code obfuscation schemes that generate different versions of the sensor software
for each node (cf. Alarifi and Du ([6])), obliging thus the adversary to employ
a non-trivial effort to understand the behaviour of the node and to track down
the information he needs.

Although a node cannot protect itself, it is possible for others to check its
state. Using a procedure called code attestation [30], it is possible to dynamically
check whether a node is running the program that it should contain. It is even
possible to force the node to reprogram itself, after the attestation process, with
a ”good” copy of code [40]. Nevertheless, it is not possible at this moment to
have both code obfuscation and code attestation on the same node. Achieving
this remains as an open research problem.

Regarding the communication flow, the nodes need to make use of the basic
security primitives in order to authenticate the peers involved in the information
exchange while protecting the confidentiality and integrity of the channel. Those
primitives are symmetric key encryption (SKE) schemes, message authentication
codes (MAC), and public key cryptography (PKC) schemes. the implementation
of those security primitives in the existing hardware for sensor nodes has been
very challenging, but the state of the art in these areas is quite advanced. Still,
the extended use of PKC is a special case and it presents many challenges that
need to be solved.

There are software-based SKE schemes, like TinySec [22], that provide block
ciphers such as Skipjack or RC5 in CBC mode with a minor overhead - less
than 10%. Moreover, in nodes with radio chips conforming to the 802.15.4 stan-
dard, SKE is actually provided by the hardware in form of the AES stream
cipher. MAC are usually computed using a cipher block chaining construction,
called CBC-MAC, that takes advantage of the existing SKE primitives. So far,



it has been possible to implement PKC on sensor nodes by using elliptic curve
cryptography (ECC) instead of other more traditional algorithms, such as RSA,
that become more “expensive” in these scenarios. As shown in [42], a node can
perform a public key signature in 1.92s, and verify it in 2.41s.

A problem associated with the existence of the security primitives is the
need of having a key management system (KMS). The security solutions need
certain security credentials, i.e. pairwise secret keys, in order to work. The KMS
is in charge of creating and providing these keys, hence constructing a secure
key infrastructure. There have been multiple KMS suggested by the research
community that allow two neighbouring nodes to share a secret key, but it is
difficult to figure out which is the KMS that better suits to a certain context or
application. As suggested in [7], this can be achieved by analyzing if the proper-
ties offered by a particular KMS match the requirements of the scenario where
the nodes are going to be deployed. In their work, they consider properties such
as memory and communication overhead, processing speed, network resilience,
confidentiality, connectivity, scalability, and energy usage.

It is easy to understand that protecting the communication channel between
two nodes does not entirely guarantee the security of a sensor network. The
“core protocols” of the network, that is, the minimal set of protocols required to
provide services also must be secure in order to withstand errors coming from
faulty nodes, as well as attacks initiated by malicious elements (from outside
and inside the network). We are meaning, for instance, the protocols associated
to routing, data aggregation, and time synchronization. For those protocols, the
services provided are, respectively, transmitting a packet from one node to an-
other node, briefing many sensor readings into one single piece of data, and
synchronizing the clocks of the network.

There are multiple attacks that can be performed against these core proto-
cols, as shown by Karlof and Wagner [21], Sang et. al. [34], and Manzo et. al.
[27]. The field of time synchronization is fairly advanced and many protocols
have been proposed to provide that service in a secure way. Unfortunately, it is
not the same case for routing and aggregation. The reason is that though there
are multiple protocols that provide those services, very few have been specifically
designed to deal with errors or malicious insiders. On the other hand, this area
of research is advancing at a steady pace.

Consequently, protecting a sensor network is not a trivial task. Actually, it
goes even beyond the protection of the services and the information flow. There
are more issues that need to be addressed, such as robust and secure location
methods for the nodes, secure management of mobile nodes and base stations,
delegation of tasks, data privacy, authentication of broadcasted messages coming
from the base station, support for automatic and secure code updates, and many
others. In any case, it is clear that since a WSN has to be self-sufficient and self-
configurable, it is essential to create an infrastructure that is aware of the current
situation of the network and that could help the nodes to manage themselves.
Such task can be fulfilled by using a Trust Management System.



4 Trust Management for Wireless Sensor Networks

4.1 The Importance of Trust in Wireless Sensor Networks

Trust is a very important factor in the decision-making processes of any network
where uncertainty is a factor. That is, when the outcome of a certain situation
cannot be clearly established or assured. With no uncertainty, there is no need
for a trust management system: if an element of the network knows in advance
the actual behaviour of their partners (e.g. collaborative, malicious, faulty,...),
it can make a flawless decision. As a result, in order to know whether a trust
management system can be applied to a WSN, it is necessary first to analyze
the importance of uncertainty in such environment.

Uncertainty originates basically from two sources [38]: information asymme-
try (a partner does not have all the information it needs about others), and
opportunism (transacting partners have different goals). On the context of sen-
sor networks, opportunism is not a problem. All the elements of the network
work towards the same goal, and they have neither reason nor the will to behave
egoistically. On the other hand, a sensor node does not have information regard-
ing others that will allow it to know in advance how a transacting partner is
going to behave. Therefore, there is some information asymmetry that the node
must deal with.

Since all nodes belong to the same “living being”, it is possible to think that
the existence of information asymmetry is not a real problem. When a sensor
node chooses a partner to collaborate with, such partner is supposed to be honest
and fully collaborative. However, this is not entirely true. As well as living beings
are affected by illnesses, sensor networks can suffer the attack of malicious nodes
or the existence of faulty nodes. As a result, uncertainty in sensor networks is a
problem that must be dealt with.

Once the importance of trust have been clarified, it is necessary to describe
where it could be of use in a WSN context. Its primary purpose is to allow self-
sufficiency: a Wireless Sensor Network must be able to configure itself during its
lifetime in presence of extraordinary events. By knowing the reputation of their
neighbourhood and their actual behaviour, it is possible for the nodes to calculate
a trust value and choose a suitable course of action when taking operational
decisions (knowing who is the best partner for starting a collaboration) or in
extreme situations (e.g. nodes malfunctioning).

Self-configuration is not the only benefit of trust: a trust management system
can also assist and/or take advantage of other security protocols. Regarding
hardware protection, existing code obfuscation and code attestation schemes
can be easily integrated into a trust management system as tools for testing the
integrity of an untrusted node. The existence of a trust management system can
also assist the activities of Key Management Systems (KMS) by, for example,
revoking the keys of an untrusted entity. Finally, complex services such as secure
location and intrusion detection systems can benefit from the existence of a trust
management system, either by using the output of the system as an assistant in



their decision-making process, or by providing useful trust inputs that could be
of use for any other service.

4.2 Trust Management Architectures for WSN

We have discussed in Section 4.1 the importance of trust for WSN and why
we need trust management systems for these type of networks. The architec-
tures considered in the literature for solving the challenge of managing trust
relationships differ depending on the underlying problem. For sensor networks,
it is necessary to have a lightweight distributed architecture that tries to assure
coverage of the whole network. This architecture must be “behaviour-based” in
order to react to the events that may occur during the lifetime of the network.
These requisites are given by the decentralized nature of WSN and its specific
characteristics and constraints. 
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Fig. 2. Structure of a Trust Entity for Sensor Networks

An important element of any trust management system is the trust entity.
This entity is in charge of obtaining, calculating and maintaining reputation and
trust values. For sensor networks, it is possible to define the structure of a generic
trust entity, as shown in Figure 2. In this structure, the “information” modules
obtain information about the behaviour of the members of its neighbourhood,
either through observation and experience (i.e. “first-hand information”) or by
sharing the observed events with other entities (i.e. “second-hand information”).
After this process, the “reputation manager” module can use this list of events
to infer and store the reputation of the members of its neighbourhood. Such
reputation will be later used by the “trust manager” module to obtain the trust
values. They can be used to decide which is the best partner for a certain op-
eration, or discover if one entity is behaving maliciously. Both modules need to
maintain and update their values during the lifetime of the network.

This structure is clearly applicable to wireless sensor networks, because a
sensor node can obtain information about its surroundings either directly or in-
directly. In addition, the sensors have limited computational capabilities. Conse-
quently, by using lightweight algorithms, they can be able to infer the reputation



of its neighbours and decide if they trust them for certain operations. Moreover,
this model of a trust entity fits in the design of most of the existing work on
trust for sensor networks, although only a few of those works take reputation
explicitly into account [13, 16, 49]. Still, having both reputation and trust in the
same system is essential. By not calculating the trust directly from the behav-
iour of a node, it is possible to better handle aspects such as the evolution of
the node, aging, etc.

It is clear that the trust entities have to be located in the sensor nodes. There
is a question, though: how to distribute them inside the network? A very common
solution for both flat and hierarchical configurations is the use of clusters [35,
49]. This approach makes easier the process of calculating and storing data, as
we should remind WSN are always subject to energy-constraint problems and
computational power. The cluster head maintains the communication with the
base station and usually stores the trust or reputation values, minimising in
this way the energy consuming of the simple nodes. An additional problem in
these cases is how to elect a cluster head that does not misbehave or it is not
compromised.

For purely distributed networks, it is necessary to have a trust entity inside
every node of the network. The reason is simple: in a flat configuration, all sensor
nodes participate on the protocols that support the network, such as routing.
The decisions regarding the execution of the protocols (e.g. who could be the
next node in the routing path when transporting an “Out-of-Band” message)
are usually made by the nodes on their own, and in exceptional situations with
the help of its direct neighbourhood (e.g. when aggregating some data). Finally,
faulty and/or malicious nodes may appear on any part of the network. Therefore,
nodes need to know whether they can trust their neighbourhood in order to deal
with uncertainty.

Note that, as pointed out by Tanachaiwiwat [41], the sensor nodes are not
the only devices that are part of the trust management architecture. The base
station can have its own trust entity as well. Due to its role as a network manager
and data repository, the base station receives information from all the nodes in
the network. As a result, its information asymmetry is reduced: it has a global
point of view of the state of the network, whereas sensor nodes can only manage
to observe their immediate surroundings. The base station can take advantage
of this wealth of information to observe and analyze the behaviour of its nodes,
storing their reputation and making global trust decisions. Although it cannot
directly influence the behaviour of the nodes, it can issue orders that those nodes
must fulfill.

Once we have described how the nodes and the base station are organised in
order to design a better trust management system, now we will concentrate on
how these systems and its components should. Previously we have highlighted
what are the components that a successful trust management system should
have. In Sections 5.1 and 5.2 we will see how these components and the main
elements of the system should work.



4.3 Current Trust Management Solutions for Wireless Sensor
Networks

Research on trust and reputation systems for Wireless Sensor Networks is at a
very early stage. Some works have been done in recent years, however most of
them are designed in order to solve a very specific problem and do not deal with
all the features that a good trust management system for sensor networks should
possess. Other works design a trust management model for WSN but without
pursuing a particular purpose. Note that as it was mentioned in Section 3 the
majority of the network prototypes and scenarios mentioned in this work are
developed for static WSN. In the following, we will discuss some of the most
relevant existing approaches of trust management systems for WSN.

In [16] the authors propose a reputation-based framework for sensor networks
where nodes maintain reputation for other nodes and use it to evaluate their
trustworthiness. Reputation is represented through a Bayesian formulation, more
specifically, a beta reputation system.

The architecture of the system consists of a watchdog mechanism, reputa-
tion, second hand information, trust and behaviour. The mathematical tool used
for representing and updating the reputation values is the beta distribution of
Jøsang. A watchdog mechanism is also used in [13]. This work uses reputation
in order to define the trust management system for WSN. They consider the
concept of certainty for trust. The first-hand information is gathered by using
a watchdog mechanism. Then a reputation space, RS is defined considering the
positive and the negative outcomes. A trust space is defined from the reputation
space.

In [35] The authors introduce a lightweight group- based trust management
system scheme (GTMS) for distributed wireless sensor networks. GTMS uses a
hybrid trust management approach instead of using completely centralized or
distributed schemes. The group-based trust model works is three phases:

1. Trust calculation at node. At this level trust is calculated based on past
interactions or recommendations.

2. Trust calculation at cluster head. The cluster head requests trust values from
all the nodes in a group. The members of that group send the requested trust
values of other members to the cluster head. The trust vector of the cluster
head, −−→Tvch, is defined as

−−→
Tvch = (Tvch,1, . . . , T vch,n)

where Tvch,i is the of node i, which is calculated from the previous trust
values.

3. Trust calculation at base station (BS). On request of the BS the cluster
heads forward their trust vectors and recommendations based upon past
interactions to the BS. The BS then maintains the trust matrix. Based on
that matrix the BS calculates the trust value of each group and then classifies
the groups in trusted, untrusted or uncertain depending whether the trust
values fall into different thresholds.



The problem isolating misbehaving nodes is also addressed in [32]. In this
work the authors consider as a basis for their the work the case of industrial
sensor networks which are static. They associate a Suspicion Level (SL) with each
sensor. SL represents the belief that the sensor is not acting reliably according to
the expectations of sensor behaviour formed before the actual interactions with
the sensor. SL takes values on the interval (0, 1].

Other systems deal with specific problems such as detecting misbehaving
nodes in “core protocols” (such as routing) or electing non-compromised clus-
ter heads. [41] presents a location-centric architecture for isolating misbehaviour
nodes and establishing trust in sensor networks. The underlying problem the
authors target is a misbehaviour model in which a compromised or faulty node
consistently drop data packets while participating in signaling and routing proto-
cols, always over static networks. The trust routing protocol is called TRANS.
The main modules of this location-centric architecture are trust routing, in-
stalled in the base station and all the nodes; and insecure location discovery and
isolation, installed only in the base station. TRANS selects a secure path that
avoids insecure locations by using the concept of trust. Trust values are assigned
depending on the replies that the base station receives from other nodes. Also,
each sensor node calculates trust values for its neighbours’ location. The trust
values are obtained based on trust parameters and encouraging factor, β. If the
trust value drops below a certain threshold constantly this could indicate a po-
tential misbehaving insecure location. The base station would then isolate the
node by using different schemes (refer to [41] for more details). TIBFIT [23] is a
protocol that aims to detect and mask arbitrary node failures in an event-driven
wireless sensor networks. The nodes are organised into clusters. They can fail in
an arbitrary manner generating missed event reports, false reports or wrong lo-
cation reports. A trust index is assigned to each node indicating its track record
in reporting past events correctly. The cluster head s in charge of analysing the
trust index and making event decisions. This trust index (TI) is a real number
ranging from zero to 1. Initially it is set to 1. For each report a node makes that
the cluster head estimates is incorrect the TI assigned to such a node decreases.
The protocol is also able to determine locations of the event reports.

The aggregation problem is considered in [49] The authors consider the prob-
lem of aggregation for WSN. The sensor network is organized into clusters where
the cluster head acts as a gateway between the cluster and the BS. Some nodes on
the network act as ”aggregators”, responsible for aggregating data and reporting
the information to the cluster head. They used Jøsang’s belief model in order to
deal with uncertainty in data streams. The aggregator collects information from
other nodes. This information is given in forms of reputation. The aggregator
node classifies the nodes into different groups based on their reputations. After
calculating reputations (by using the formulation in the paper) for nodes the
aggregator determines whether there are compromised nodes. The best way to
do that is by predefining a threshold.

The problem of electing cluster heads is considered in [15]. If this cluster
head is malicious or compromised this could mean a breach in the WSN. Thus,



the authors introduce a trust- based framework that reduces the likelihood of
a malicious or compromised node from being elected as a cluster head. The
trust parameters used are measurable and observable networks events. These
events are, for example, packet forwarding, data packet modified or packet ad-
dress modified. Thus, the trust level, TN (Xi), that node N has computed about
node Xi, is calculated as a weighted summation of the parameters mentioned
before. Each node stores a trust table where it records the trust values about
the other nodes. In [51] This work proposes a security framework with trust
management on a distributed trust model, which enables the nodes to evaluate
their node’s behaviour and make decisions. The trust values are obtained taking
into consideration different parameters: personal reference and reference. The
personal reference (Tpr(i)) that a node which is computing trust (judge) has on
another node (suspect) is obtained by considering aspects such as the forwarding
of packets, availability or confidentiality among others. Reference (Tr(i)) is the
kind of recommendation provided by the juries (nodes that maintains the trust
value of the suspect with the judge and sends out the corresponding opinion
periodically). Reference is obtained via a recommendation protocol to specify
how the judge and the jury communicate to exchange the information about the
trust values. At last, the final trust value is obtained as a weighted summation
of the personal reference and the reference.

5 Analysis and Features of a Trust Management System
for WSN

5.1 Information Gathering

5.1.1 Foundations of Information Gathering For the development of a
behavioral-based trust management system, it is necessary to collect information
regarding to the behaviour of the nodes of the network. In a wireless sensor
network, this information gathering process can be done in several ways. As we
have seen in the description of the current solutions presented in Section 4.3
the way information is gathered could be either distributed or centralized. If the
system is centralized it is the base station(BS) which is in charge of maintaining
and distributing the information. In distributed systems each node keeps its
own measurements on first and second hand information. Only Shaikh et. al [35]
consider a hybrid approach in order to gather information: distributed within
the cluster and centralized in between each group or cluster and the base station.
A watchdog mechanism is used in [16] and [13].

Another important aspect in the process of information gathering is the ini-
tialization of the gathering process and the kind of information that is gathered.
Initial information does not seem to be a crucial problem for sensor networks.
Before deployment, sensor nodes are programmed in a controlled environment
by the network manager, with similar tasks and services. Thus, at the begin-
ning or their life they can be completely trusted: their hardware is supposed to
be tested for failures before deployment, and also at this stage any malicious



adversary had neither the time nor the chance to influence or subvert a node.
Initial reputation should not affect negatively both trust and the decisions made
by the nodes. Note that some systems tend to link initial reputation and trust
values with authenticating the nodes. However, in a realistic sensor network set-
ting, any node with no credentials should be expelled from the network, since
the communication channel needs to be protected with cryptographic primitives
due to its public nature.

Once the network starts functioning, the kind of information that is gathered
will determine how to calculate the reputation and trust values of a node. This
information could be first or second-hand information. The sources for obtaining
either of them could be, for instance, forwarding or dropping packets [51, 41, 16]
or event reports [23]. The behaviour of a node in a WSN is the key aspect for
the decision making process. Thus, sources of mistrust could be if a node is
detected inactive for a long period of time or appears and disappears from the
network constantly should be considered un-trusted. Most of the existing works
on trust management for WSN, however, concentrate on the communication
layer of the network. The most important events to report for these methods are
those related to the forwarding or dropping of packets. An analysis of the most
general sources of information gathering are discussed in section 5.1.2.

The kind of information collected depends also on the type of application that
the trust managements system aims to solve. It is a very well-known property
of trust that it is not universal. This means that an entity A may trust another
entity B to perform an action but the level of trust changes if the action is
different (I must trust a mechanics to fix my car but not to fix my teeth). Some
systems, such as [13], gather information and classify it into positive or negative
events without specifying which kind of events should be considered. Thus, this
system is supposed to work for whatever the events are, as it is not designed
in order to solve a determined problem. On the contrary, other approaches try
to solve a specific problem, and the information gathered is only meaningful for
such problems. Achieving a balance on this subject is therefore desirable.

Concerning the trust management systems that we mentioned in Sections
2.1 and 2.2 for P2P and Ad-Hoc networks, the process of data collecting is
different. This is mainly due to the fact that the behaviour of nodes in a WSN
is different from the other type of networks, and behaviour is precisely, the main
source of information for deriving trust or reputation, and also the way to collect
information. Thus, for example, some approaches give initial values [46, 25] which
is not necessary for sensor networks as all the nodes are supposed to function
properly initially.

5.1.2 Sources of Information In a wireless sensor network there are a large
set of events that can be used as inputs for a trust management system. These
events may provide the necessary information to model the behaviour of a certain
sensor node. Examples of events are the number of messages relayed from one
node to another, or the contents of an aggregation report. Some events are related
to the specific protocols that implement the particular application provided by



the network, but others are more generic and exist regardless of the underlying
protocols and services.

Examples of application-specific events that are relevant for discerning the
real behaviour of a node can be found in the actual state of the art on trust
management systems. For example, the detection of node misbehaviour in ag-
gregation processes or in the election of cluster heads are analyzed in [15, 41, 23,
49] (cf. section 4.3). In all these cases the purpose of the system determines the
data and the information that should be gathered in order to derive reputation
and trust values. Still, it is important to name and consider the generic events
that may indicate the behavior of a node in every kind of application. This is
extremely useful for creating the foundations of a trust system, which can be
further expanded with application-specific mechanisms.

There are many generic events that can be important to the system, such
as hardware-related errors and deviations from the sensor readings. However, as
aforementioned, the major source of generic information are the events that occur
on the communication layer. From the number and format of the messages sent
inside the network, it can be possible to infer several extraordinary situations:
the existence of repeated or malformed packets, the creation of packets, and the
selective delaying or dropping of packets.

The existence of repeated packets should indicate the possibility of a problem
in the wireless channel. Even though, if the network load is not high and the
source of the packets is near enough the destination, then the source node should
be mistrusted. Also, if the repeated packets are malformed (i.e. with an invalid
integrity code), it is a clear sign of the existence of an (possibly external) mali-
cious node. In any case, as the packets can be produced by an external entity,
the system should be careful with mistrusting a node of the network if there is
no proper authentication mechanism.

Another possible source of mistrust is the creation of packets out of a spe-
cific time period. Besides alarms and queries, a sensor network usually produces
messages during a specific period of time or “burst time”, when the data packets
containing sensor readings are forwarded to the base station. If a node creates a
packet outside this period, it may be an indication of problems inside that node.
Other causes of concern are the existence of alarms (e.g. temperature sensors
reporting a fire) where the physical surroundings are calm, and the existence of
nodes reporting an answer to a non-existent query of the base station.

A major cause of suspicion is the selective forwarding of packets. If certain
packets get dropped by a specific node, and the overall load of the section of
the network where that node belongs is not high, it is mostly sure that the node
is behaving maliciously. A node can also be considered non-trusted if the time
consumed on forwarding an incoming message to its destination is higher than
the average of the network, delaying the routing process. All this information
can be obtained thanks to the broadcast nature of communications, although
the asymmetry of those communications have to be taken into account.

From the perspective of the hardware, a node that is not detected as alive for
a long period of time [9] should be considered suspicious of being tampered by



an adversary. A node that appears and disappears (“blinks”) from the network
under normal conditions should not be considered trusted either. For this par-
ticular case, the reason of mistrust should be the belief that the node is starting
to malfunction and cannot properly provide services to the other nodes.

Regarding to sensor readings, the inherent redundancy of the network can
help on detecting problems, although the exact nature of the application will
influence over what can be considered a major deviation from normal readings.
For example, in a wildfire monitoring scenario, it is expected to monitor high
temperatures, thus it is more important to consider abnormal fluctuations and
inconsistent readings. On the other hand, in scenarios such as office monitoring,
extreme readings may inform of a malfunction in the sensor.

A node should not only take into consideration the reports produced by itself
while observing other nodes, but also the reports produced by its neighbouring
nodes (“second-hand” information). While using these reports it is necessary
that the node assures the authenticity of its sources and the integrity of their
contents in order to avoid the participation of external entities. Unfortunately,
it is also possible to receive malicious reports from tampered nodes. For this
reason, there should be a mechanism for assuring the correct management of the
information. The inherent redundancy of sensor networks can help to develop
this kind of mechanism, since the existence of a malicious report (e.g. a bad-
mouthing attack) that is not coherent with the state of the neighbourhood can
be an indicative of a malicious presence.

It is important to note that a source of second-hand information can be a
sensor node accusing itself of being malicious. Following the simile of the “living
being”, this entire process is similar to the concept of apoptosis, when a cell
suicides due to malfunctioning, virus infection, or other reasons [24]. Due to
the embedded intelligence of a sensor node, it can detect whether its batteries
are low, its readings are inconsistent with its neighbourhood, or its transceiver
seems to not work. On discovering these issues, the sensor node can try to alert
its neighbourhood about its state. It is not possible for a malicious adversary
to take advantage of this kind of “second-hand” information, since a subverted
node can only accuse itself of being malicious, thus alerting the network and the
base station about its existence.

5.2 The Model of Computation

5.2.1 Information Modelling on Sensor Networks Once the information,
either “first-hand” or “second-hand”, has been gathered the trust entity is able
to output trust measurements based on existing reputation values. The task of
calculating and storing the reputation of a node relies on the module known
as reputation manager. Due to its memory constraints, a sensor node cannot
store all the events that its neighbours produce during its lifetime. Therefore, it
is necessary to create a lightweight reputation manager that could capture and
efficiently store the behaviour of other entities in the previous interactions, while
being able to update it with new information if possible.



The other part of the trust entity, the trust manager, is in charge of cal-
culating a certain trust measurement of a node using as an input its existing
reputation, and providing the trustor with a measurement that can help it to
make a decision over a certain trustee. This trust measurement should be ob-
tained by taking into account the risk of the interaction between the trustor and
the trustee, and according to the importance of the reputation value, and that
specific interaction. Risk and importance are significant factors in the calcula-
tion of trust, but they also influence the selection of a threshold. That is, when
a certain trust value labels a trustee as “trusted” or “untrusted” for a certain
operation. There are other, non-exclusive ways to use the trust values, such as
when one trustor have to choose over a group of trustees.

While calculating the reputation of a node and its trust measurements, it is
essential to take into account the granularity of the trust management system.
As aforementioned, the reputation of a certain node is built according to its
behaviour and the events it triggers. Most systems simplify the reputation into
one single set of values. However, the actions of the nodes are not reduced to
the execution of one task. For example, a node can route information to the
base station, and read the physical measurements of its environment using the
sensors, amongst others. A node needs to maintain separate opinions about the
existing actions of their peers, thus it needs a different set of reputation values.
A consequence of this fact is the need of linking the existing events with the
different reputation values they influence.

The existence of different reputation values also implies the existence of dif-
ferent trust values. A specific trust value (e.g. routing) will help the node to
decide about the possible outcome of a specific interaction with another peer.
On the other hand, that value cannot be used in most cases to deduce what the
peer could do in a different task (e.g. sensing). For example, a node that loses
data while forwarding packets cannot be trusted as a message forwarder, but it
may be trusted as a possible source of data.

The dimension of a sensor network as a balanced “living being”, that should
have none or little deviation from its behavioral patterns, affects over the func-
tionality of both trust and reputation manager. For example, a node that acts
truly maliciously in the context of a sensor network will most surely keep such
evil behaviour in further interactions. Therefore, “bad” reputation should not
be forgotten easily while updating the reputation values. The evolution of the
reputation on the aging process is also an important factor that a node cannot
ignore: a trust entity should remember if a node achieved high “bad” reputation
ratings on the past.

Also, the occurrence of certain events have a more direct impact on the
reputation of a node. These events, like selective forwarding, are a clear indicative
of malicious or erroneous activities. As a consequence, a node exhibiting such
behaviour should be flagged with a very low reputation value. In addition, the
consistence of the trust readings is also significant. A normal sensor network
environment should produce little or none reports regarding malicious activities.



Therefore, the existence of different and contradictory reports should be evidence
enough of malicious activity and source of mistrust.

Finally, all the important decisions made by the nodes, such as node exclu-
sion, should be notified to the base station. It does not mean that the trust
management system has to be centralized, but that the base station, as the
user of the network, should know about the internal status of the network for
logging, monitoring and maintenance purposes. Also, the existence of a strange
situation can be the symptom of a greater problem, since a sensor network be-
haves satisfactorily by default. As a result, the trust entity that exists inside the
base station can use this newly acquired information for the benefit of the whole
network.

5.2.2 Existing Computation Models The derivation of the reputation and
trust values is done by using a certain computational model. Usually, these meth-
ods are based on mathematical models mainly statistics or probability theory.
This is very similar to approaches for Ad-Hoc and P2P networks. As these trust
management systems are mainly behaviour-based in order to compute the trust
or reputation values mathematical tools are used.
Some times the trust values are calculated via simple or weighted summations of
the different data collected [35, 51]. Simple mathematical functions are also used
in [41]. In this approach the trust value is calculated by a product of different
parameters:

– Cryptography, (C),

– Availability, Ai, and

– Packet forwarding

The trust value is calculated as a product of these three parameters and an
encouraging factor, β, that helps to encourage the packet forwarding in the
initial phase of the packet forwarding. Thus, Ti = CiAiβPi.
Linear functions are also used in [35]. We already mentioned (see Section 4.3)
that in this approach the calculation of trust values is done in three different
phases: at the node, at the cluster head and at the base station. In each of these
phases the calculation is done, for instance, by functions such as

Tνx,y =
(PIx,y) + PRx,y

2

which is the the trust value node x wants to calculate on node y. PIx,y is the
past interaction trust value and PRx,y is the peer recommendation trust value
of node y calculated by node x. These values are calculated using also similar
linear functions.

The two approaches described above use simple mathematical functions such as
summation or product. The exponential function can be also used, and this is



the case in [23]. As we describe in Section 4.3, TIBFIT tries to combat failures in
the reporting event, thus each node is assigned a TI, maintained at the cluster
head. The TI is calculated as

TI = e−λν

where λ is a proportionality constant that is application dependent and ν is a
variable for each node maintained by the cluster head. This variable is incre-
mented every time the node makes a faulty report. An exponential function is
also used in [32].
The beta distribution of Jøsang [17] is used in some systems developed for Ad-
Hoc and P2P networks as well as for some systems for WSN [16, 49]. The ad-
vantage of using this model is that is supported by a robust mathematical tool.
This method is based on the definition of an opinion that express the degree of
belief in the truth of a statement. This model is very suitable for the problem
of aggregation in sensor networks [49], as the aggregation of data problem is
infiltrated with uncertainties due to the unavoidable sampling errors, false data
injected by either compromised nodes or aggregators.

Probability theory is used in [13]. As we mentioned in Section 4.3 this approach
uses a watchdog mechanism in order to gather firs-hand information. This watch-
dog mechanism also records the outcomes of several events and classifies them
into positive or negative events, < p, n >. According to the Bayes theorem the
probability of a positive outcome, x, is defined as

P<p,n>(x) = P (x| < p, n >) =
P (< p, n >, x|x)P (x)∑
P (< p, n >, x|x)P (x)

=
(p + n + 1)!

p!n!
xp(1−x)n

This conditional probability is the posterior probability of reputation < p, n >.

6 Conclusions

In this chapter of the book we have tried to give an overview of the state of
the art of trust management systems for Wireless Sensor Networks as well as an
analysis of the main features that these trust management systems possess.

We also outline the importance of trust for these kind of networks, as for
any networks where uncertainty is a fact. Thus, trust management systems will
become an assistant for solving the decision-making problem.

The design of trust management systems for WSN is constrained by the
nature and features of these type of networks (computational power, energy
constraint) and also depending on the underlying problem that the trust man-
agement aims to solve. Thus, a system designed for detecting misbehaving nodes
could be different than another one designed, for instance, for routing.

Special attention should be paid to the way of gathering information and
what sort of information is relevant to be gathered. Thus, causes of mistrust could
be dropping packets or, appearing or disappearing from the network without an
apparent reason.



Once the information is gathered the underlying mathematical model used for
computing the trust or reputation values of the nodes is also different from one
model to the other. Even if in some cases simple averages or linear functions like a
product are used, the values obtained in these cases might no be very significant.
Theory of probabilities and some theories developed for these purposes such as
the belief theory of Jøsang provide a well founded mathematical tool for trust
management systems in general.
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